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Problem

- $0 < \varepsilon < 1$ fixed
- $m \geq 2$ fixed
- Given:
  - $n$ independent jobs
  - $m$ unrelated parallel machines
  - jobs without interruption
  - each machine: one job at a moment
  - job $J_j$ on machine $i$ requires $p_{ij} \geq 0$
  - and incurs $c_{ij} \geq 0$ costs, $i = 1, \ldots, m, j = 1, \ldots, n$
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Objective function of unrelated parallel machines with costs

- Objective function

\[ T + \mu \sum_{j=1}^{n} \sum_{i=1}^{n} x_{ij} c_{ij} \]  \hspace{1cm} (1)

- with \( x_{ij} = \begin{cases} 1, & \text{if job } J_j \text{ runs on machine } i \\ 0, & \text{else} \end{cases} \)

- \( T \) makespan, and \( \mu \geq 0 \)

- By multiplying each cost value by \( \mu \) we may assume, w.l.o.g. that \( \mu = 1 \)
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Notation and scaling factors

Definition (scaling factor)

Define for each job $J_j \in \mathcal{J}$

1. $d_j = \min_{i=1, \ldots, m} (p_{ij} + c_{ij})$
2. $D = \sum_{j=1}^{n} d_j$
Upper and lower bound of the objective function

Lemma
For the objective function, the following inequality holds: \( D \leq \text{OPT} \leq m \)

Proof.

\[
D = \sum_{j=1}^{n} d_j \leq \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij}^* c_{ij} + \sum_{i=1}^{m} \sum_{j=1}^{n} x_{ij}^* p_{ij} \\
\leq C^* + T^* \leq m (C^* + T^*) = m \cdot \text{OPT}
\]
Upper and lower bound of the objective function

- Let $m_j$ indicate a machine such that $d_j = p_{m_j,j} + c_{m_j,j}$
- Assign each job $J_j$ to machine $m_j$
- The objective function is bounded by
  \[
  \sum_{j \in J} c_{m_j,j} + \sum_{j \in J} p_{m_j,j} = D
  \]
- $OPT \in \left[\frac{D}{m}, D\right]$
- By dividing all times and costs by $\frac{D}{m}$ we get:
  \[
  1 \leq OPT \leq m
  \]
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Results of rounding

Lemma

*Rounding produces* $1 + 4\varepsilon$ *loss*

Proof.

- Start by considering rounding to zero the times and costs of jobs on fast and cheap machines, respectively
  - Let $A$ be an optimal schedule of this
  - The objective function value of $A \leq \text{OPT}$

- $F$ and $C$ denote sets of jobs, which are processed on fast and cheap machines according to $A$
- Replace times and costs of the transformed instance by the originals

$$\sum_{j \in F} t_j + \sum_{j \in C} t_j \leq 2 \sum_{j = 1}^{2\varepsilon m} t_j = 2\varepsilon P_m = 2\varepsilon$$
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Proof.

- Show: there exists an approximate schedule where jobs are scheduled neither on slow nor on expensive machines
  
  \( p_{ij}, c_{ij} := +\infty \)

- Let \( A \) be an optimal schedule, \( T^* \) Makespan \( C^* \) total costs

- \( S \) and \( E \) sets,

- Assign \( J_j \in S \cup E \) \( m_j \)

- This may increase the objective function value by at most

\[
\sum_{J_j \in S \cup E} d_j \leq \frac{\epsilon}{m} \sum_{J_j \in S} p_{A(j),j} + \epsilon \sum_{J_j \in E} c_{A(j),j} \leq \epsilon T^* + \epsilon C^*
\]

since \( p_{A(j),j} \geq \frac{m}{\epsilon} d_j \) for \( J_j \in S \) and \( c_{A(j),j} \geq \frac{d_j}{\epsilon} \) for \( J_j \in E \)
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Definition (Execution profile)
The execution profile of a job \( J_j \) is a \( m \)-tuple
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Number of profiles

Lemma

The number of different profiles is at most

\[ l := \left( 3 + 2 \log_{1+\varepsilon} \frac{m}{\varepsilon} \right)^{2m} \]
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Results of grouping

**Lemma**

*With a loss of $1 + \varepsilon$ the number of jobs can be reduced to*

$k := \min\{n, \left(\log\frac{m}{\varepsilon}\right)^{O(m)}\}$

**Proof.**

- After the grouping there are at most $l$ jobs, one from each subset $S_i$, with $d_j \leq \frac{\varepsilon m}{2}$
- Therefore the number of jobs is bounded to:

$$\frac{2D}{\varepsilon} + l \leq \frac{2m^2}{\varepsilon} + l = \left(\log\frac{m}{\varepsilon}\right)^{O(m)}$$

- Proof of loss will be omitted
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Lemma

For the problem Unrelated Parallel Machines with Costs there is a FPTAS that runs in $O(n) + (\log \frac{m}{\varepsilon})^{O(m^2)}$.

Without proof
Outlook and Discussion

- Implementing the algorithm in Java (quite slow)
- For which other problem would this algorithm match?
- Could the running time be better?
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