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Introductions

• Lecturer: Professor Danushka Bollegala 

• Office: 2.24 Ashton Building (Second Floor) 

• Email: danushka@liverpool.ac.uk 

• Personal web: 

• http://danushka.net/ 

• Research interests 

• Natural Language Processing (NLP)
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Course web site

• http://danushka.net/lect/dm 

• Course notes, lecture schedule, assignments, 
references are uploaded to the course web 
site 

• Discussion board (QA) on vital available. 

• Do not email me your questions. Instead post 
them on the discussion board so that others 
can also benefit from your QA. 
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Evaluation
• 75% End of Year Exam 

• 2.5 hrs 

• short answers and/or essay type questions 

• Select 4 out of 5 questions 

• Past papers are available on the lecture web site 

• Some of the review questions might appear in the exam as well! 

• 25% Continuous Assessment 

• Assignment 1: 12% 

• Assignment 2: 13% 

• Both assignments are programming oriented (in Python) 

• Attend lab sessions for Python+Data Mining (once a week)
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References
• Data Mining, Witten 

• Pattern recognition and 
machine learning 
(PRML), Bishop. 

• Fundamentals of 
Statistical Natural 
Language Processing 
(FSNLP), Manning
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Dunham, Margaret H, Data Mining: Introductory and Advanced Topics, Prentice 
Hall, 2003
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Course summary

• Data preprocessing (missing values, noisy data, scaling) 

• Classification algorithms 

• Decision trees, Naive Bayes, k-NN, logistic regression, SVM 

• Clustering algorithms 

• k-Means, k-Medoids, Hierarchical clustering 

• Text Mining, Graph Mining, Information Retrieval 

• Neural networks and Deep Learning 

• Dimensionality reduction 

• Visualization theory, t-SNE, embeddings 

• Word embedding learning
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Data Mining Intro
Danushka Bollegala



What is data mining?
• Various definitions 

• The nontrivial extraction of implicit, previously 
unknown, and potentially useful information from 
data (Piatetsky-Shapiro) 

• …the automated or convenient extraction of 
patterns representing knowledge implicitly stored 
or captured in large databases, data warehouses, 
the Web, … or data streams (Han, page xxi) 

• …the process of discovering patterns in data. The 
process must be automatic or (more usually) 
semiautomatic. The patterns discovered must be 
meaningful…” (Witten, page 5)
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Applications of Text Mining

 9Computer program wins Jeopardy contest in 2011!

https://www.youtube.com/watch?v=seNkjYyG3gI


Applications of Deep Learning
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Deep Learning
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An unsupervised neural network learns to
recognize cats when trained using millions
of you tube videos! (2012)

What is Deep Learning?

of visual re-representations, from V1 to V2 to V4 to IT
cortex (Figure 2). Beginning with the studies of Gross [27],
a wealth of work has shown that single neurons at the
highest level of the monkey ventral visual stream – the IT
cortex – display spiking responses that are probably useful
for object recognition. Specifically, many individual IT
neurons respond selectively to particular classes of objects,
such as faces or other complex shapes, yet show some
tolerance to changes in object position, size, pose and
illumination, and low-level shape cues. (Also see e.g.
Ref. [28] for recent related results in humans.)

How can the responses of individual ventral stream
neurons provide insight into object manifold untangling
in the brain? To approach this, we have focused on char-
acterizing the initial wave of neuronal population ‘images’
that are successively produced along the ventral visual str-
eam as the retinal image is transformed and re-represented
on its way to the IT cortex (Figure 2). For example, we and
our collaborators recently found that simple linear classi-
fiers can rapidly (within <30 0 ms of image onset) and
accurately decide the category of an object from the firing
rates of an IT population of!20 0 neurons, despite variation
in object position and size [19]. It is important to note that
using ‘stronger’ (e.g. non-linear) classifiers did not substan-
tially improve recognition performance and the same

classifiers fail when applied to a simulated V1 population
of equal size [19]. This shows thatperformance isnota result
of the classifiers themselves, but the powerful form of visual
representation conveyed by the IT cortex. Thus, compared
with early visual representations, object manifolds are less
tangled in the IT population representation.

To show this untangling graphically, Figure 3 illustrates
the manifolds of the faces of Sam and Joe from Figure 1d
(retina-like representation) re-represented in the V1 and IT
cortical population spaces. To generate these, we took popu-
lations of simulated V1-like response functions (e.g. Refs
[29,30 ]) and IT-like response functions (e.g. Refs [31,32]),
and applied them to all the images of Joe and Sam.
This reveals that the V1 representation, like the retinal
representation, still contains highly curved, tangled object
manifolds (Figure 3a), whereas the same object manifolds
are flattened and untangled in the IT representation
(Figure 3b). Thus, from the point of view of downstream
decisionneurons, the retinal andV1 representations are not
in a good format to separate Joe from the rest of the world,
whereas the IT representation is. In sum, the experimental
evidence suggests that the ventral stream transformation
(culminating in IT) solves object recognition by untangling
objectmanifolds.For eachvisual image striking the eye, this
total transformation happens progressively (i.e. stepwise

Figure 2. Neuronal populations along the ventral visual processing stream. The rhesus monkey is currently our best model of the human visual system. Like humans,
monkeys have high visual acuity, rely heavily on vision (!50% of macaque neocortex is devoted to vision) and easily perform visual recognition tasks. Moreover, the
monkey visual areas have been mapped and are hierarchically organized [26], and the ventral visual stream is known to be critical for complex object discrimination
(colored areas, see text). We show a lateral schematic of a rhesus monkey brain (adapted from Ref. [26]). We conceptualize each stage of the ventral stream as a new
population representation. The lower panels schematically illustrate these populations in early visual areas and at successively higher stages along the ventral visual stream
– their relative size loosely reflects their relative output dimensionality (approximate number of feed-forward projection neurons). A given pattern of photons from the world
(here, a face) is transduced into neuronal activity at the retina and is progressively and rapidly transformed and re-represented in each population, perhaps by a common
transformation (T). Solid arrows indicate the direction of visual information flow based on neuronal latency (!100 ms latency in IT), but this does not preclude fast feedback
both within and between areas (dashed arrows, see Box 1). The gray arrows across the bottom indicate the population representations for the retina, V1 and IT, which are
considered in Figures 1d and 3a,b, respectively. RGC, retinal ganglion cells;LGN, lateral geniculate nucleus.

Opinion TRENDS in Cognitive Sciences Vol.11 No.8 337

www.sciencedirect.com

DiCarlo & Cox, TICS, 2006

A working hypothesis:

The ventral stream “untangles” objects

“cat”

•  Loosely inspired by what (little) we know about  
    the biological brain.!
•  Higher layers form higher levels of abstraction

image credit: Jeff Dean @ Google



Deep Learning
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Google acquires London-based AI (gaming) 
 startup for USD 400M!



Industrial Interests
• Data Mining (DM)/ Machine Learning (ML)/ 

Natural Language Processing (NLP) experts 
are sought after by the CS industry 

• Google research (Geoff Hinton/NN) 

• Facebook AI research (Yann LeCun/Deep ML) 

• Baidu (Andrew Ng) 

• The ability to apply the algorithms we learn in 
this lecture (and their complex combinations) 
will greatly improve your employability in CS 
industries
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Academic Interests
• DM is an active research field. 

• Top conferences 

• Knowledge Discovery and Data Mining (KDD) [http://www.kdd.org/
kdd2018/] 

• Annual Conference of the Association for Computational 
Linguistics (ACL) [http://acl2018.org/] 

• International Word Wide Web Conference (WWW)  
[www2018.thewebconf.org] 

• International Conference on Machine Learning (ICML) 

• Neural and Information Processing (NIPS) 

• International Conference on Learning Representations 
(ICLR)

 14
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Piatetsky-Shapiro View
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                       Piatetsky-Shapiro View
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(As tweaked by 
Dunham)



CRISP-DM View
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                       CRISP-DM View
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Two main goals in DM

• Prediction 

• Build models that can predict future/unknown 
values of variables/patterns based on known data 

• Machine learning, Pattern recognition 

• Description 

• Analyse given datasets to identify novel/
interesting/useful patterns/rules/trends that can 
describe the dataset 

• clustering, pattern mining, associative rule 
mining
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Broad classification of Algorithms
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Data Mining

Predictive Descriptive

Classification 
Algorithms 
(k-NN, Naive Bayes, 
logistic regression, 
SVM, Neural Networks, 
Decision Trees)

Clustering Algorithms 
(k-means, hierarchical 
clustering) 
visualization algorithms 
(t-SNE, PCA) 
Dimensionality reduction 
(SVD, PCA) 
Pattern/sequence mining



Classification
• Given a data point x, classify it into a set of discrete classes 

• Example 

• Sentiment classification 

• The movie was great  +1 

• The food was cold and tasted bad -1 

• Spam vs. non-spam email classification 

• We want to learn a classifier f(x) that predicts either -1 or +1. 
We must learn  function f that optimises some objective (e.g. 
number of misclassifications) 

• A train dataset {x,y} where y∈{-1,1} is provided to learn the 
function f. 

• supervised learning
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Clustering

• Given a dataset {x1,x2,…,xn} group the data 
points into k groups such that data points 
within the same group have some common 
attributes/similarities. 

• Why we need clusters (groups) 

• If the dataset is large, we can select some 
representative samples from each cluster 

• Summarise the data, visualise the data
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Cluster visualization
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Word clusters
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Yogatama+14

words that express  
similar sentiments 
are grouped into 
 the same cluster


