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Abstract

Ordering information is a difficult but an important task for applications generating natural-
language texts such as multi-document summarization, question answering, and concept-
to-text generation. In multi-document summarization, information is selected from a set of
source documents. Therefore, the optimal ordering of those selected pieces of information
to create a coherent summary is not obvious. Improper ordering of information in a sum-
mary can both confuse the reader and deteriorate the readability of the summary. Therefore,
it is vital to properly order the information in multi-document summarization. We model
the problem of sentence ordering in multi-document summarization as a one of learning the
optimal combination of preference experts that determine the ordering between two given
sentences. To capture the preference of a sentence against another sentence, we define five
preference experts: chronology, probabilistic, topical-closeness, precedence, and succes-
sion. We use summaries ordered by human annotators as training data to learn the optimal
combination of the different preference experts. Finally, the learnt combination is applied
to order sentences extracted in a multi-document summarization system. The proposed sen-
tence ordering algorithm considers pairwise comparisons between sentences to determine
a total ordering, using a greedy search algorithm, thereby avoiding the combinatorial time
complexity typically associated with total ordering tasks. This enables us to efficiently or-
der sentences in longer summaries, thereby rendering the proposed approach useable in
real-world text summarization systems. We evaluate the sentence orderings produced by
the proposed method and numerous other baselines using both semi-automatic evaluation
measures as well as performing a subjective evaluation.
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1 Introduction

The rapid growth of the World Wide Web has resulted in large amounts of elec-
tronically available textual information. We use Web search engines to retrieve in-
formation relevant to a particular query. However, often Web search engines return
more than one relevant search result. A user must read all those Web documents
and obtain the necessary information. A text summarization system can reduce the
time and effort required by a user to read a set of documents by automatically gen-
erating a short and informative summary of all the information that exist in the set
of documents. The problem of generating a single coherent summary from a given
set of documents that describes a particular event, is referred to as Multi-document
Summarization. The related problem of generating a single coherent summary from
a single document is named as single document summarization.

Multi-document summarization [7, 12, 36] tackles the information overload prob-
lem by providing a condensed and coherent version of a set of documents. Among a
number of sub-tasks involved in multi-document summarization including sentence
extraction, topic detection, sentence ordering, information extraction, and sentence
generation, most multi-document summarization systems have been based on an
extraction method, which identifies important textual segments (e.g. sentences or
paragraphs) in source documents. To reconstruct the text structure for summariza-
tion, it is important for such multi-document summarization systems to determine
a coherent arrangement for the textual segments extracted from multi-documents.

A summary with improperly ordered sentences both confuses the reader and de-
grades the quality/reliability of the summary. Barzilay et al. [2] show that the proper
order of extracted sentences significantly improves their readability. Lapata [22] ex-
perimentally shows that the time taken to read a summary strongly correlates with
the arrangement of sentences in the summary.

For example, consider the three sentences shown in Figure 1, selected from a refer-
ence summary in Document Understanding Conference (DUC) 2003 dataset. The
first and second sentences are extracted from the same source document, whereas
the third sentence is extracted from a different document. Although all three sen-
tences are informative and talk about the storm, Gilbert, the sentence ordering
shown in Figure 1 is inadequate. For example, the phrase, such storms, in sentence
1, in fact refers to Category 5 storms, described in sentence 2. A better arrangement
of sentences in this example would be 3-2-1.

In single document summarization, where a summary is created using only one
document, it is natural to arrange the extracted information in the same order as
in the original document. In contrast, for multi-document summarization, we need
to establish a strategy to arrange sentences extracted from different documents.
Therefore, the problem of sentence ordering is more critical for multi-document
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(i). Such storms have maximum sustained winds greater than 155 mph and can
cause catastrophic damage.

(ii). Earlier Wednesday, Gilbert was classified as a Category 5 storm, the strongest
and deadliest type of hurricanes.

(iii). Tropical Storm Gilbert formed in the eastern Caribbean and strengthened into
a hurricane Saturday night.

Fig. 1. Randomly ordered sentences in a summary

summarization systems compared to single document summarization systems. In
this paper, we focus on the sentence ordering problem in multi-document summa-
rization.

Ordering extracted sentences into a coherent summary is a non-trivial task. Rhetor-
ical relations [28] such as cause-effect relation and elaboration relation exist be-
tween sentences in a coherent text. If we can somehow determine the rhetorical
relations that exist among a given set of sentences, then we can use those relations
to infer a coherent ordering of the set of sentences. For example, if a sentence A is
the effect of the cause mentioned in a sentence B, then we might want to order the
sentence A after sentence B in a summary that contains both sentences A and B.
Unfortunately, the problem of automatically detecting the rhetorical structure of an
arbitrary text is a difficult and an unsolved one. The performance reported by the
state-of-the-art rhetorical structure analysis systems is insufficient to be used in a
sentence ordering system.

The task of constructing a coherent summary from an unordered set of sentences
has several unique properties that makes it challenging. Source documents for a
summary may have been written by different authors, have different writing styles,
or written on different dates, and based on different background knowledge. Often
a multi-document summarization system is presented with a set of articles that dis-
cuss about a particular news event. Those news articles are selected from different
newspapers. Although the articles themselves are related and discuss a particular
event, those articles are written by different authors. Therefore, the collection of
texts that the multi-document summarization system receives is not always coher-
ent with regard to their authorship. We cannot expect a set of extracted sentences
from such a diverse set of documents to be coherent on their own.

The problem of information ordering is not limited to automatic text summariza-
tion, and concerns all natural language generation applications in general. A typical
natural language generation (NLG) [37] system consists of six components: con-
tent determination, discourse planning, sentence aggregation, lexicalization, refer-
ring expression generation, and orthographic realization. Among those, informa-
tion ordering is particularly important in discourse planning, and sentence aggrega-
tion [10,11,18]. In concept-to-text generation [38], given a concept (e.g. a keyword,
a topic, or a collection of data), the objective is to produce a natural language text
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about the given concept. For example, consider the case where generating game
summaries, given a database containing statistics of American football. A sentence
ordering algorithm can support a natural language generation system by helping to
order the sentences in a coherent manner.

This paper is organized as follows. In Section 2, we introduce the previous work on
sentence ordering methods for multi-document summarization. Next, in Section 3,
we present the proposed preference learning approach to sentence ordering. Specif-
ically, we describe numerous preference experts and describe a method to learn the
optimal combination of those experts using a set of sentences ordered by humans.
Section 4 describes the semi-automatic evaluation measures that we use to evaluate
the sentence ordering algorithms. Experimental results on a set of multi-document
summaries are presented in Section 5. We discuss the potential future research di-
rections in Section 6. Finally, in Section 6, we discuss future research directions
and conclude.

2 Related Work

Existing methods for sentence ordering are divided into two approaches: making
use of chronological information [2, 24, 30, 33], and learning the natural order of
sentences from large corpora [3,17,21]. A newspaper usually disseminates descrip-
tions of novel events that have occurred since the last publication. For this reason,
the chronological ordering of sentences is an effective heuristic for multi-document
summarization [24, 30]. Barzilay et al. [2] proposed an improved version of the
chronological ordering by first grouping sentences into sub-topics discussed in the
source documents, then arranging the sentences in each group chronologically.

Okazaki et al. [33] proposed an algorithm to improve the chronological ordering
by resolving the presuppositional information of extracted sentences. They assume
that each sentence in newspaper articles is written on the basis that presuppositional
information that must be transferred to the reader before the sentence is interpreted.
The proposed algorithm first arranges sentences in a chronological order, and then
estimates the presuppositional information for each sentence by using the content
of the sentences placed before each sentence in its original article. Experimental
results show that their algorithm improves the chronological ordering significantly.

Lapata [21] presented a probabilistic model for text structuring and its application
to sentence ordering. Her method computes the transition probability from one sen-
tence to the next in two consecutive sentences, from a corpus based on the Cartesian
product using the following features: verbs (precedent relationships of verbs in the
corpus), nouns (entity-based coherence by keeping track of the nouns), and depen-
dencies (structure of sentences). Lapata [22] also proposed the use of the Kendall’s
rank correlation coefficient (Kendall’s τ ) for semi-automatically evaluating the dif-
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ferences between orderings produced by an algorithm and by a human. Although
she did not compare her method against chronological ordering, it can be applied
to generic domains, not relying on the chronological clues unique to newspaper
articles.

Barzilay and Lee [3] proposed content models to deal with the topic transition in do-
main specific text. The content models are implemented as Hidden Markov Models
(HMMs), in which the hidden states correspond to topics in the domain of interest
(e.g. earthquake magnitude or previous earthquake occurrences), and state tran-
sitions capture possible information-presentation orderings. Experimental results
show that their method outperformed Lapata’s approach significantly. However,
they did not compare their method against chronological.

Paul et al. [17] proposed a sentence ordering algorithm using a semi-supervised
sentence classification and historical ordering strategy. Their algorithm includes
three steps: the construction of sentence networks, sentence classification, and sen-
tence ordering. First, they represent a summary as a network of sentences. Nodes
in this network represent sentences in a summary, and edges represent transition
probabilities between two nodes (sentences). Next, the sentences in the source doc-
uments are classified into the nodes in this network. The probability p(ck|si), of
a sentence si in a source document belonging to a node ck in the network, is de-
fined as the probability of observing sk as a sample from a Markov random walk in
the sentence network. Finally, the extracted sentences are ordered according to the
weights of the corresponding edges. They compare the sentence ordering produced
by their method against manually ordered summaries using Kendall’s τ . Unfor-
tunately, they do not compare their results against the chronological ordering of
sentences, which has been shown to be an effective sentence ordering strategy in
multi-document news summaries.

The problem of “Learning to Rank (LETOR)” has been studied in the information
retrieval community [4, 15, 35, 43] and is closely related to the sentence ordering
problem discussed in this paper. Given a set of documents retrieved as relevant
search results for a particular query, in learning to rank the goal is to learn a ranking
function that can be used to induce a total ordering among the retrieved documents
according to their relevance to the query. Clickthrough data have been often used
as a training signal to generate large training datasets. The sentence ordering prob-
lem in the context of multi-document summarization is closely-related to learning
to rank problem studied in information retrieval in the sense that in both tasks we
are given a set of items among which we must induce a total ordering. In this re-
gard, it is possible to use most learning algorithms proposed for learning to rank in
information retrieval to learn sentence ordering methods for multi-document sum-
marization. However, there are some important differences between the two tasks
that must be carefully considered. First, in multi-document summarization we have
the access to the original set of documents from which the set of sentences to be
ordered are extracted as auxiliary information. The original documents provide use-
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ful clues regarding the order among sentences. As described later in this paper, we
use the original set of documents to construct several sentence ordering criteria.
Second, the amount of training data available for sentence ordering is much less
compared to that for learning to rank in information retrieval. Therefore, it remains
unclear whether it is possible to sufficiently train some of the learning algorithms
proposed for learning to rank under the settings for sentence ordering. Third, a hu-
man user expects a summary to be coherent and views it as a single text and not as
a set of sentences. However, in the case of a search engine, the set of documents re-
trieved and displayed for a user query are not read as a continuous body of text but
a collection of documents relevant to the query. Therefore, the requirement for tex-
tual coherence is much stronger in the case of sentence ordering in multi-document
summarization.

Feng and Allan [13] proposed a method to automatically detect the incidents in
a given set of news passages and to organize those incidents as a network. They
refer to this task as incident threading. They define an incident as a real-world oc-
currence that involves certain main characters, happening at a specific time and a
place. They use chronological information such as the time stamp of a newspaper
article to create an incident thread. Although both incident threading and sentence
ordering in multi-document summarization focus on organizing information pre-
sented in newspaper articles, there are several important differences between the
two tasks. First, unlike in incident threading, we are not required to detect inci-
dents in sentence ordering. Second, in incident threading, different sentences that
are related to the same incident are grouped and incidents are then arranged in a
sequential order. On the other hand, in sentence ordering, we must induce a total
ordering among all the extracted summary sentences, including those sentences that
might belong to the same incident.

3 Sentence Ordering in Multi-document Summarization

The first step in multi-document summarization is to extract a set of sentences from
the given set of documents. The set of documents to be summarized can be either
manually picked by a user or can be automatically retrieved from a search engine
using some keywords that describe a particular event. Numerous methods have
been proposed in previous work on multi-document summarization to extract a set
of sentences to be included in a summary [25]. The second step of multi-document
summarization is to order the extracted sentences such that to make a coherent
summary. Our work specifically focuses on this second step of sentence ordering
in multi-document summarization. We do not consider the first step of document
retrieval or sentence extraction in this paper. By decoupling the sentence ordering
problem from the sentence extraction problem in multi-document summarization,
we can both study and evaluate the sentence ordering problem without taking into
consideration the added complications in sentence extraction. Note that all previous

6



work on sentence ordering for multi-document summarization have followed this
de-coupling approach and consider sentence ordering as a separate problem.

The author of a particular document is likely to order the sentences logically to
make the document coherent. Therefore, for sentences belonging to a particular
document, we can safely retain this original order given by the author. In single
document summarization this simple ordering strategy is often adequate to order
all the extracted sentences because those sentences belong to a single document.
However, we cannot apply this simple method to multi-document summarization
because, the sentences belong to different documents. Such documents might have
been written by various authors on various dates.

To decide the order among such sentences, we use five independent ordering strate-
gies which we designate as experts in this paper. When presented with a pair of
sentences, each of those experts gives its preference for one sentence over another
as a value in the range [0, 1]. Each expert e is defined by a pairwise preference
function as follows,

PREFe(u, v,Q) ∈ [0, 1] . (1)

Where, u, v are two sentences that we want to order,Q is the set of sentences which
has been ordered so far by some ordering algorithm. Note that a total ordering exist
among sentences in Q. The expert returns its preference of u to v. If the expert
prefers u to v then it returns a value greater than 0.5. In the extreme case where the
expert is absolutely sure of preferring u to v it will return the value 1. On the other
hand, if the expert prefers v to u it will return a value less than 0.5. In the extreme
case where the expert is absolutely sure of preferring v to u it will return 0. When
the expert is undecided of its preference between u and v it will return 0.5. Note
that initially Q will be the empty set (denoted by � in this paper) because we have
not yet ordered any sentences.

The linear weighted sum of these individual preference functions is taken as the
total preference by the set of experts as follows,

PREFtotal(u, v,Q) =
∑
e∈E

wePREFe(u, v,Q). (2)

Therein: E is the set of experts and we is the weight associated with expert e ∈
E. These weights are normalized such that the sum of them equals to 1. We use
the Hedge learning algorithm to learn the weights associated with each expert’s
preference function. Then, we use the greedy algorithm proposed by [9] to get an
ordering that approximates the total preference.

3.1 Chronological Expert

Chronology expert reflects the chronological ordering [24, 30], by which sentences
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are arranged in the chronological order of publication timestamps. A newspaper
usually deals with novel events that have occurred since the last publication. Con-
sequently, the chronological ordering of sentences has shown to be particularly ef-
fective in multi-document news summarization. As already discussed in Section 2,
previous studies have proposed sentence ordering algorithms using chronological
information. Publication timestamps are used to decide the chronological order
among sentences extracted from different documents. However, if no timestamp
is assigned to documents, or if several documents have the identical timestamp,
the chronological ordering does not provide a clue for sentence ordering. Inferring
temporal relations among events [26, 27] using implicit time references (such as
tense system) [23], and explicit time references (such as temporal adverbials) [14],
might provide an alternative clue for chronological ordering. However, inferring
temporal relations across a diverse set of multiple documents is a difficult task.
Consequently, by assuming the availability of temporal information in the form of
timestamps, we define a preference function for the chronology expert as follows:

PREFchro(u, v,Q) =


1 T (u) < T (v)

1 [D(u) = D(v)] ∧ [N(u) < N(v)]

0.5 [T (u) = T (v)] ∧ [D(u) 6= D(v)]

0 otherwise

. (3)

Therein: T (u) is the publication date of sentence u; D(u) presents the unique iden-
tifier of the document to which sentence u belongs; N(u) denotes the line number
of sentence u in the original document. Chronological expert gives 1 (preference)
to the newly published sentence over the old and to the prior over the posterior
in the same article. Chronological expert returns 0.5 (undecided) when comparing
two sentences which are not in the same article but have the same publication date.

The chronology expert assesses the appropriateness of arranging sentence v after u
if sentence u is published earlier than sentence v, or if sentence u appears before v
in the same article. For sentences extracted from the same source document, prefer-
ring the original order in the source document has proven to be effective for single
document summarization [2]. The second condition in the chronological criterion
defined in Equation 3 imposes this constraint. If sentence u and v are published
on the same day, but appear in different articles, the chronology expert assumes
the order to be undefined and returns a preference value of 0.5. If none of the
above conditions are satisfied, the chronological expert predicts that the sentence v
will precede u. By assigning a score of zero for this condition in Equation 3, the
chronological expert guarantees that sentence orderings which contradicts with the
definition of chronological ordering are not produced.

In addition to the formulation of chronology criterion defined by Equation 3, in our
preliminary experiments we tried alternatives that consider the absolute time dif-
ference between the publication dates of articles. For two sentences extracted from
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different articles (i.e. D(u) 6= D(v)), we defined the chronological distance be-
tween them as the difference of publication dates using the number of days. More-
over, the chronological distances in a summary are normalized to values in range
[0, 1] by dividing from the maximum value of chronological distances. However,
we did not find any significant improvement in the sentence orderings produced
by this alternative approach in our experiments. Therefore, we only consider the
simpler version of chronological criterion defined in Equation 3.

3.2 Probabilistic expert

Events that are described in a newspaper article typically follows a fixed pattern.
For example, a newspaper article on an earthquake usually first presents informa-
tion regarding the epicenter of the earthquake, its magnitude and then describes in-
formation regarding any subsequent tsunami. If we can learn such patterns between
events, then it can be used to infer the ordering among sentences in a summary.

Based on this observation, Lapata [21] proposes a probabilistic model to predict
sentence order. Her model assumes that the position of a sentence in the summary
depends only upon the sentences which precede it in the summary. For example let
us consider a summary T which contains sentences S1, . . . , Sn in that order. The
probability P (T ) of observing this order is given by,

P (T ) =
n∏
i=1

P (Si|S1, . . . , Si−1). (4)

Using the Markov assumption that the probability of a sentence depends only upon
the sentence that directly precedes it in the summary (i.e. given Si−1, Si is indepen-
dent of S1, . . . , Si−2) she further reduces this probability to,

P (T ) =
n∏
i=1

P (Si|Si−1). (5)

Because exact occurrences of two sentences in a corpus is rare, she represents each
sentence using a set of features and takes the vector product of the two sets of
features corresponding to two adjacent sentences as follows,

P (Si|Si−1) =
∏

(a<i,j>,a<i−1,k>)∈Si×Si−1

P (a<i,j>|a<i−1,k>). (6)

Here, a<i,j> denotes the j-th word in sentence Si Feature conditional probabilities
can be calculated using frequency counts of features as follows,
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P (a<i,j>|a<i−1,k>) =
f(a<i,j>, a<i−1,k>)∑

a<i,j>
f(a<i,j>, a<i−1,k>)

. (7)

Here, f(a<i,j>, a<i−1,k>) denotes the number of times the word a<i−1,k> appears
in a sentence Si−1 that is immediately followed by a sentence Si that contains the
word a<i,j>. Lapata [21] uses Nouns,Verbs and dependency structures as features.
Once these conditional probabilities are calculated, we can define the preference
function for the probabilistic expert as follows,

PREFprob(u, v) =
1 + P (v|u)− P (u|v)

2
. (8)

where u, v are two sentences in the extract. When u is preferred to v (i.e. P (u|v) >
P (v|u)), according to Equation 8, a preference value greater than 0.5 is returned. If
v is preferred to u (i.e. P (v|u) < P (u|v)), we have a preference value smaller than
0.5. When P (v|u) = P (u|v), the expert returns the value 0.5.

One problem with the above-mentioned probabilistic model is the data sparseness –
two words u and v might not occur in adjacent sentences in a given corpus although
such occurrences might be possible in a much larger corpus. A standard approach
to overcome sparseness in probabilistic models is to use some kind of a smooth-
ing technique. In this paper, we perform back-off smoothing [19] on the frequency
counts in Equation 7. In back-off smoothing, a portion of probabilities of frequently
occurring terms are transferred to sparsely occurring terms. For simplicity, we will
write wm1 to denote the n-gram of length m (length counted by the number of to-
kens), w1, w2, . . . , wm. Moreover, C(wm1 ) denotes the count of wm1 in the corpus.
Then the smoothed conditional probability, Ps(wi|wi−1i−n+1), of observing wi after
wi−n+1, . . . , wi−1 is given recursively as follows [29],

Ps(wi|wi−1i−n+1) =


(1− dwi−1

i−n+1
)
C(wi

i−n+1)

C(wi−1
i−n+1)

C(wii−n+1) > k

αwi−1
i−n+1

Ps(wi|wi−n+2 . . . wi−1) otherwise
. (9)

In the definition given by Equation 9, the first condition applies to terms wii−n+1

which exceeds a certain value k of counts. When using this model to smooth
probabilities in sparse data k is set to zero. Therefore, for terms appearing one
or more times in the corpus the conditional probabilities are reduced by a factor of
0 < dwi−1

i−n+1
< 1. Setting this value to 0 does not reserve any probabilities to be

assigned to sparse data. These reserved probabilities are then assigned to the un-
seen n-grams as shown in the second condition in Equation 9. The factor αwi−1

i−n+1

is selected as in Equation 10 such that the total probability remains a constant

αwi−1
i−n+1

=
1−∑C(wi

i−n+1)>k
(1− dwi−1

i−n+1
)
C(wi

i−n+1)

C(wi−1
i−n+1)

1−∑C(wi
i−n+1)<k

Ps(wi|wi−n+2)
. (10)

In the probabilistic expert, we need to consider only pairs of words that appear
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in adjacent sentences. Therefore, the recursive formula in Equation 9 is limited to
bi-grams and unigrams of words. The only remaining parameter in Equation 9 is
dwi−1

i−n+1
. Katz [19] proposes a method based on Turing’s estimate to determine the

value of dwi−1
i−n+1

. Before, explaining this method we will redefine dwi−1
i−n+1

as Dr,

where r = C(wi−1i−n+1). For higher r values we shall not discount the probabilities
because higher frequencies are reliable.

Dr = 1 ; for ; r > R (11)

In our experiments, we assume frequencies over five to be reliable (i.e. R = 5).
When, nr is the number of words (n-grams of words) which occur exactly r times in
the corpus, Turing’s estimate PT for the probability of a word (n-grams of words),
which occurs in the sample r times is,

PT =
r∗

N
, (12)

where,
r∗ = (r + 1)

nr+1

nr
. (13)

We select Dr such that the contribution of probabilities yielded by this method
is proportional to the contributions by the Good-Turing [16] estimate. Taking the
proportional coefficient to be µ, we can write this relation as,

(1−Dr) = µ(1− r∗

r
). (14)

The unique solution to Equation 14 is,

Dr =
r∗

r
− (k+1)nk+1

n1

1− (k+1)nk+1

n1

; for 1 ≤ r ≤ k. (15)

3.3 Topical-closeness Expert

A set of documents discussing a particular event usually contains information re-
lated to multiple topics. For example, a set of newspaper articles related to an earth-
quake typically contains information about the magnitude of the earthquake, its lo-
cation, casualties, and rescue efforts. Grouping sentences by topics has shown to
improve the readability of a summary [2, 3]. For example, consider the three sen-
tences shown in Figure 2, selected from a summary of an earthquake in Chile. Sen-
tences (a) and (c) in Figure 2 present details about the damage by the earthquake,
whereas sentence (b) conveys information related to the magnitude and location of
the earthquake. In this example, sentences (a) and (c) can be considered as topically
related. Consequently, when the three sentences are ordered as shown in Figure 2,
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(a) The earthquake crushed cars, damaged hundreds of houses and terrified people
for hundreds of kilometers around.

(b) A major earthquake measuring 7.7 on the Richter scale rocked north Chile
Wednesday.

(c) Authorities said two women, one aged 88 and the other 54, died when they
were crushed under the collapsing walls.

Fig. 2. Three sentences from a summary about an earthquake.

we observe abrupt shifts of topics from sentence (a) to (b), and from (b) to (c). A
better arrangement of the sentences that prevents such disfluencies is (b)-(a)-(c).

The topical-closeness expert deals with the association of two sentences, based
on their lexical similarity. The expert reflects the ordering strategy proposed by
Barzilay et al. [2], which groups sentences referring to the same topic. To measure
the topical closeness of two sentences, we represent each sentence by a vector.
First, we remove stop words (i.e. functional words such as and, or, the, etc.) from a
sentence and lemmatize verbs and nouns. Second, we create a vector in which each
element corresponds to the words (or lemmas in the case of verbs and nouns) in the
sentence. Values of elements in this vector are either 1 (for words that appear in the
sentence) or 0 (for words that do not appear in the sentence). 1

The topical-closeness expert prefers sentences which are more similar to the ones
that have been already ordered. For each sentence l in the extracted set of sentences,
we define its topical-closeness, topic(l) as follows,

topic(l) = max
q∈Q

sim(l, q). (16)

Here, q is a sentence in the set of sentences Q that has been ordered so far. We
use cosine of the angle (i.e cosine similarity) as the similarity sim(l, q) between the
two feature vectors corresponding to sentences l and q. Moreover, by considering
the maximum similarity with any sentence that we have ordered so far (i.e. Q), we
capture the sentence that is closest in topic to l. Using the above-defined topical-
closeness measure, we define the preference function of the topical-closeness ex-
pert as follows,

PREFtopic(u, v,Q) =


0.5 [Q = �] ∨ [topic(u) = topic(v)]

1 [Q 6= �] ∧ [topic(u) > topic(v)]

0 otherwise
. (17)

1 Using the frequencies of words instead of the binary (0, 1) values as vector elements,
did not have a positive impact in our experiments. We think this is because, compared to a
document, a sentence typically has a lesser number of words, and a word does not appear
many times in a single sentence.
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Where,� represents the null set, u, v are the two sentences under consideration and
Q is the set of sentences that has been already ordered in the summary. The topical-
closeness expert determines the ordering between two sentences purely based on
their topical-closeness scores as given by Equation 16. The expert is undecided if
the two sentences have exactly the same topical-closeness scores, or if we have not
ordered any sentences (i.e. initial state), and returns the value of 0.5 under those
conditions.

Note that although we use cosine similarity between vectors that represent two
sentences as our sentence similarity measure in this paper, it is possible to incor-
porate any sentence similarity measure as sim(l, q) in Equation 16. Measuring the
similarity between sentences is a more difficult problem compared to measuring
similarity between two words. A sentence similarity measure must be sensitive to
the semantic similarity between individual words, word order as well as syntactic
structure (e.g. active vs. passive voice and present vs. past tense). Several sentence
similarity measures have been studied in previous work on sentence similarity mea-
sures [1, 31, 34, 44]. In particular, both WordNet-based lexical semantic similarity
measures coupled with syntactic information have shown to be useful for accu-
rately measuring the similarity between sentences [1]. Although our main focus
in this paper is on sentence ordering, we intend to explore the possibility of using
alternative sentence similarity measures for this task in our future work.

3.4 Precedence Expert

In extractive multi-document summarization, only the important sentences that
convey the main points discussed in source documents are selected to be included
in the summary. However, a selected sentence can presuppose information from
other sentences that were not selected by the sentence extraction algorithm. For
example, consider the three sentences shown in Figure 3, selected from a sum-
mary on hurricane Mitch. Sentence (a) describes the after-effects of the hurricane,
whereas sentence (b) introduces the hurricane. To understand the reason for the
deaths mentioned in sentence (a), one must first read sentence (b). Consequently, it
is appropriate to arrange the three sentences in Figure 3 in the order (b)-(a)-(c). In
general, it is difficult to perform such an in-depth logical inference on a given set
of sentences. Instead, we use source documents to estimate precedence relations.
For example, assuming that in the source document from which sentence (a) was
extracted, there exist a sentence that is similar to sentence (b), we can conclude that
sentence (b) should precede sentence (a) in the summary.

To formally define the precedence criterion, let us consider the case illustrated in
Figure 4, where we must arrange a sentence l after ordering a segment of sentences
Q up to this point. Each sentence in segment Q has the presuppositional informa-
tion such as background information, or introductory facts that must be conveyed
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(a) Honduran death estimates grew from 32 to 231 in the first two days, to 6, 076
with 4, 621 missing.

(b) Honduras braced as category 5 Hurricane Mitch approached.
(c) The EU approved 6.4 million in aid to Mitch’s victims.

Fig. 3. Precedence relations in a summary
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Fig. 4. Precedence Expert

to a reader in advance. For example, the sentence q1 ∈ Q is preceded by a set of
sentences, Pq1 , in the original article from which q1 is extracted. If the information
described in Pq1 is similar to that conveyed by the sentence l, then it is a good
indicator that l should be ordered before Q in the summary. However, we cannot
guarantee whether a sentence-extraction method for multi-document summariza-
tion chooses any sentences before q1 from block Pq1 for a summary, because the
extraction method usually determines a set of sentences within the constraint of
pre-defined and fixed summary length 2 that maximizes information coverage and
excludes redundant information.

We define the precedence, pre(l), of a sentence l as follows,

pre(l) =
1

|Q|
∑
q∈Q

max
p∈Pq

sim(p, l). (18)

Here, Pq is the set of sentences preceding the sentence q ∈ Q in the original docu-
ment, and |Q| denotes the total number of sentences that we have ordered so far. We
calculate sim(p, l) using cosine similarity as described in Section 3.3. The formal-
ism of precedence proposed in Equation 18 captures the idea of similarity between

2 Length of a summary can be measured either by the number words or the number of
sentences. For example, in the multi-document summarization task in the Document Un-
derstanding Conferences (DUC), a typical long summary contains ca. 15 sentences.
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preceding information of a sentence in an original document and an extracted sen-
tence that must be ordered in a summary. Because it is sufficient that at least one
of the preceding sentences contain the necessary background information, we con-
sider the maximum similarity in Equation 18. Moreover, if l contains precedence
information for many sentences inQ, then it is more preferable to be ordered before
Q in the summary. Consequently, we consider all sentences in Q when computing
the precedence score of l. To avoid the bias towards large Q segments, we normal-
ize this score by dividing from the total number of sentences inQ (i.e. |Q|). Finally,
the preference function for the precedence expert can then be written as follows,

PREFpre(u, v,Q) =


0.5 [Q = �] ∨ [pre(u) = pre(v)]

1 [Q 6= �] ∧ [pre(u) > pre(v)]

0 otherwise
. (19)

The precedence expert prefers a sentence u to another sentence v purely based on
their precedence scores given by Equation 18. When the precedence scores for the
two sentences are equal or if we have not yet ordered any sentences (i.e. Q = �),
then we cannot determine the ordering between u and v based on precedence. Con-
sequently, the precedence expert returns a preference of 0.5 under such circum-
stances.

3.5 Succession Expert

In extractive multi-document summarization, sentences that describe a particular
event are extracted from a set of source articles. Usually, there exist a logical se-
quence among the information conveyed in the extracted sentences. For example, in
Figure 2, sentence (a) describes the results of the earthquake described in sentence
(b). It is natural to order a sentence that describes the result or an effect of a certain
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cause after a sentence that describes the cause. Therefore, in Figure 2, sentence (a)
should be ordered after sentence (b) to create a coherent summary. We use the in-
formation conveyed in source articles to propose succession expert to capture the
coverage of information for sentence ordering in multi-document summarization.

Computing the value of the succession expert is illustrated in Figure 5. Likewise
the precedence score defined in Equation 18, we define the succession score of a
sentence l as follows,

succ(l) =
1

|Q|
∑
q∈Q

max
s∈Sq

sim(s, l). (20)

Here, we calculate sim(s, l) using cosine similarity as described in Section 3.3. Sq
is the set of sentences that appear after (succeeds) the sentence q in the original
document from which q was extracted. Succession score compares each sentence s
that appear in Sq against the sentence l that we must order next. If some sentence
in Sq contains information similar to that conveyed by l, then l obtains a higher
succession score. Because it is sufficient that at least one sentence is similar to l
in each succeeding block, we consider the maximum similarity in Equation 20.
Moreover, we divide the sum of similarity scores by the total number of sentences
in Q to avoid any bias towards longer Q segments.

Using the succession score defined in Equation 20, we define the succession expert
as follows,

PREFsucc(u, v,Q) =


0.5 [Q = �] ∨ [succ(u) = succ(v)]

1 [Q 6= �] ∧ [succ(u) > succ(v)]

0 otherwise
. (21)

The succession expert determines the ordering between two sentences u and v
purely based on the succession score defined in Equation 20. If the succession
scores of the two sentences being considered are equal or if there are no sentences
ordered so far (i.e. Q = �), then the succession expert is undecided of the ordering
between u and v, and returns the value 0.5.

3.6 Ordering Algorithm

Using the five preference functions described in the previous sections, we com-
pute the total preference function of the set of experts as defined by Equation 2.
Section 3.7 explains the method that we use to calculate the weights assigned to
each expert’s preference. In this Section, we will consider the problem of finding
an order that satisfies the total preference function. Finding the optimal ordering
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Algorithm 1 Sentence Ordering Algorithm.
Input: A set X of the extracted (unordered) sentences and a total preference func-

tion PREFtotal(u, v,Q).
Output: Ranking score ρ̂(t) of each sentence t ∈ X .

1: V = X
2: Q = �
3: for each v ∈ V do
4: π(v) =

∑
u∈V PREFtotal(v, u,Q)−

∑
u∈V PREFtotal(u, v,Q)

5: end for
6: while V 6= � do
7: t = argmaxu∈V π(u)
8: ρ̂(t) = |V|
9: V = V − {t}

10: Q = Q+ {t}
11: for each v ∈ V do
12: π(v) = π(v) + PREFtotal(t, v,Q)− PREFtotal(v, t, Q)
13: end for
14: end while
15: return ρ̂

for a given total preference function is NP-complete [9]. However, Cohen et al. [9]
propose a greedy algorithm that approximates the optimal ordering.

Given an unordered set of sentences X extracted from a set of documents, and
total preference function, PREFtotal(u, v,Q), Algorithm 1 computes a total order-
ing function ρ̂ among the extracted sentences X . Specifically, for a sentence t, the
function value ρ̂(t) denotes the ranking score of t. The higher the ranking score of
a sentence, the higher that the sentence gets ordered in the summary. It has been
shown theoretically that this greedy algorithm always produces an ordering that is
within 1/2 of the ranking score for the optimal ordering [9].

Algorithm 1 can be understod by thinking of PREFtotal as a directed weighted
graph in which, initially, the set of vertices V is equal to the set of instances X , and
each edge u→ v has the weight PREFtotal(u, v,Q). We assign to each vertex v ∈
V a potential value π(v), which is the weighted sum of the outgoing edges minus
the weighted sum of the ingoing edges. That is, π(v) =

∑
u∈V PREFtotal(v, u,Q)−∑

v∈V PREFtotal(u, v,Q). The greedy algorithm then picks some node t that has
maximum potential, and assigns it a rank by setting ρ̂(t) = |V|, effectively ordering
it ahead of all the remaining nodes. This node, together with all incident edges, is
then deleted from the graph, and the potential values π of the remaining vertices are
updated appropriately. This process is repeated until the graph is empty. Because
we remove one node at a time from the graph, the ranks assigned to nodes that will
be removed in subsequent iterations will have progressively smaller and smaller
ranks.
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Fig. 6. Generating a total ordering between three sentences u, v, and w using Algorithm
1. The context Q is ignored to simplify the example. Here, PREFtotal(u, v) = 0.7,
PREFtotal(v, w) = 0.6, PREFtotal(u,w) = 0.4 imply partial orderings u � v, v � w,
and w � u, which produces a cyclic total ordering among u, v, and w. However, Algorithm
1 resolves this issue and produces the total ordering v � w � u. See text for further details.

Couple of important points must be noted in Algorithm 1. First, note that initially
the set of ordered sentences so far, Q, is null. Therefore, the topical-closeness,
precedence and succession experts will all return a preference score of 0.5 for all
pairs of sentences. However, the chronological and probabilistic experts will have
values in the full range [0, 1] which enables us to determine the ordering between
two sentences even at this initial stage. Second, the set of ordered sentences so far,
Q, is in fact a variable that gets updated each time when we remove a sentence
t from the set V (Line 10 in Algorithm 1). This means that the total preference
values, PREFtotal(u, v,Q), constantly changes throughout the iteration in the while
loop that starts at Line 6 in Algorithm 1. Consequently, all experts are re-evaluated
and the weighted sums of their individual preferences are computed according to
Equation 2.

It is noteworthy that Algorithm 1 always produces a single total ordering consistent
with the preference function values for all pairs of sentences even when the indi-
vidual partial orderings might imply a cyclic ordering among the sentences. This
desirable property holds irrespective of whether the individual preference functions
satisfy transitivity. A preference function, PREF, is defined to be transitive if for
any three sentences u, v, and w PREF satisfies the condition if PREF(u, v) > 0.5
and PREF(v, w) > 0.5, then PREF(u,w) > 0.5. Figure 6 illustrates an example
where such a situation exists among three sentences u, v, and w. When Algorithm 1
is run on the example shown in Figure 6, in the for-loop in Line 3, the initial ranking
scores for u, v and w are computed as π(u) = −0.2, π(v) = 0.2, and π(w) = 0.
Therefore, v is selected as the first sentence and subsequently removed from the
graph. Next, in the for-loop in Line 11, ranking scores for the remaining u and v
are updated to π(u) = −0.6 and π(w) = −0.2. Therefore, w is selected as the next
sentence in the summary, which produces the sentence ordering v � w � u.
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Algorithm 2 Learning the weights for each preference expert.
Input: Rate of learning β ∈ [0, 1], set E of experts e, number of rounds T , initial

weights w1
e ∈ [0, 1] for all e ∈ E, s.t.

∑
e∈E w1

e = 1.
Output: Final weight we for expert e.

1: for t = 1, 2, . . . , T do
2: Receive X t, the set of sentences to be ordered.
3: Compute a total order ρ̂t using Algorithm 1 that approximates,

PREFttotal(u, v,Q) =
∑
e∈E w

t
ePREFe(u, v,Q).

4: Order X t using ρ̂t.
5: Receive feedback F t from the user.
6: Evaluate the losses Loss(PREFe, F

t) for each expert as defined in Equa-
tion 22.

7: Set the new weights wt+1
e = wt

e·βLoss(PREFe,F
t)

Zt
, where Zt is a normalization

constant, chosen s.t.
∑
e∈E w

t+1
e = 1

8: end for
9: return Final weights for each expert, wTe .

3.7 Learning Algorithm

In [9], Cohen et al. propose a weight allocation algorithm that learns the weights
associated with each expert in equation 2. We explain this algorithm in the context
of our model of five experts as illustrated in Algorithm 2, in which the loss function,
Loss(PREFe, F ), is defined as follows,

Loss(PREFe, F ) =
1

|F |
∑

(u,v)∈F
(1− PREFe(u, v,Q)). (22)

In our experiments, we set the learning rate β = 0.5, and the initial weights for
all experts are set equally to w1

e = 0.2. To explain equation 22 let us assume that
sentence u appears before sentence v in summary ordered by a human (i.e. training
data). Then the expert must return the value 1 for PREFe(u, v,Q). However,if the
expert returns any value less than 1, then the difference is taken as the loss. We do
this for all such sentence pairs in F . For a summary of length N , we have N(N −
1)/2 such pairs. Because this loss is taken to the power of β, a value smaller than 1,
the new weight of the expert gets changed according to the loss as shown in Line 7
in Algorithm 2. The feedback F is in fact a human-made ordering of the extracted
set of sentences X .
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4 Evaluation Measures

Evaluating a sentence ordering produced by an algorithm is a difficult task. Semi-
automatic evaluation measures that compare a sentence ordering produced by an
algorithm against the ordering made by a human annotator for those sentences have
been used in previous work [6, 21]. We use three popular semi-automatic evalua-
tion measures that have been proposed in the previous work on sentence ordering:
Kendall rank correlation coefficient (τ ), Spearman rank correlation coefficient (ρ),
and average continuity. Next, we briefly describe those evaluation measures. For a
detailed discussion and definitions of those measures refer [6].

4.1 Kendall’s Rank Correlation Coefficient

Let S = s1 . . . sN be a set of N items to be ranked. Let π and σ denote two distinct
orderings of S. Then, Kendall’s rank correlation coefficient [20] (also known as
Kendall’s τ ) is defined as follows,

τ =
4C(π, σ)

N(N − 1)
− 1. (23)

Here, C(π, σ) is the number of concordant pairs between π and σ (i.e. the number of
sentence pairs that have the same relative positions in both π and σ). For example,
in Figure 7 between Teval and Tref , there are six concordant sentence pairs: (a, b),
(a, c), (a, d), (b, c), (b, d), and (c, d). These six concordant pairs yield a Kendall’s
τ of 0.2. Kendall’s τ is in the range [−1, 1]. It takes the value 1 if the two sets of
orderings are identical, and −1 if one is the exact reverse of the other.

4.2 Spearman’s Rank Correlation Coefficient

Likewise, Spearman’s rank correlation coefficient (rs) between orderings π and σ
is defined as follows,

rs = 1− 6

N(N + 1)(N − 1)

N∑
i=1

(π(i)− σ(i))2. (24)

Here, π(i) and σ(i) respectively denote the ith ranked item in π and σ. Spearman’s
rank correlation coefficient for the example shown in Figure 7 is 0. Spearman’s
rank correlation, rs, ranges from [−1, 1]. Similarly to Kendall’s τ , the rs value of
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Teval=(e � a � b � c � d)

Tref =(a � b � c � d � e)

Fig. 7. An example of an ordering under evaluation Teval and its reference Tref .

1 is obtained for two identical orderings, and the rs computed between an ordering
and its revers is −1.

4.3 Average Continuity

A text with sentences arranged in the proper order does not interrupt the process of
a human reading from one sentence to the next. Consequently, the quality of a sen-
tence ordering produced by a system can be estimated by the number of continuous
sentence segments that it shares with the reference sentence ordering. However,
both Spearman and Kendall coefficients do not directly take into consideration this
notion of continuous readability in a summary. Average Continuity [5, 6] is a mea-
sure that considers this desirable property in a summary.

For example, in Figure 7 the sentence ordering produced by the system under eval-
uation (Teval) has a segment of four sentences (a � b � c � d), which appears
exactly in that order in the reference ordering (Tref ). Therefore, a human can read
this segment without any disfluencies and will find to be coherent.

This is equivalent to measuring a precision of continuous sentences in an order-
ing against the reference ordering. We define Pn as the precision of n continuous
sentences in a sentence ordering as follows,

Pn =
m

N − n+ 1
. (25)

Here, N is the number of sentences in the reference ordering, n is the length of
continuous sentences, and m is the number of continuous sentences that appear in
both the evaluation and reference orderings. In Figure 7, we have two sequences of
three continuous sentences (i.e., (a � b � c) and (b � c � d)). Consequently, the
precision of 3 continuous sentences P3 is calculated as,

P3 =
2

5− 3 + 1
= 0.67. (26)

Average continuity (AC) is defined as the logarithmic average of Pn over 2 to k:

AC = exp

(
1

k − 1

k∑
n=2

log(Pn + α)

)
. (27)
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Here, k is a parameter to control the range of the logarithmic average, and α is a
fixed small value. It prevents the term inside the logarithm from becoming zero in
case if Pn is zero. We set k = 4 (i.e. more than five continuous sentences are not
included for evaluation), and α = 0.001. The average continuity is in the range
[0, 1]. It becomes 0 when the evaluation and reference orderings share no continu-
ous sentences, and 1 when the two orderings are identical.

5 Experiments and Results

We evaluated the proposed method using the 3rd Text Summarization Challenge
(TSC-3) corpus 3 . Text Summarization Challenge is a multiple document summa-
rization task organized by the “National Institute of Informatics Test Collection
for IR Systems” (NTCIR) project 4 . TSC-3 dataset was introduced in the 4th NT-
CIR workshop held in June 2-4, 2004. The TSC-3 dataset contains multi-document
summaries for 30 news events. The events are selected by the organizers of the TSC
task. For each topic, a set of Japanese newspaper articles are selected using some
query words. Newspaper articles are selected from Mainichi Shinbun and Yomiuri
Shinbun, two popular Japanese newspapers. All newspaper articles in the dataset
have their date of publication annotated. Moreover, once an article is published, it
is not revised or modified. Therefore, all sentences in an article bare the time stamp
of the article.

Although we use Japanese text summaries for experiments, it is noteworthy that
there are no fundamental differences between Japanese and English text summa-
rization. In fact, popular summarization algorithms originally designed for English
text summarization, such as the maximum marginal relevance (MMR) [7], have
been successfully employed to summarize Japanese texts [32].

For each topic, the organizers of the TSC task provide a manually extracted set of
sentences. On average, a manually extracted set of sentences for a topic contains
15 sentences. The participants of the workshop are required to run their multi-
document summarization systems on newspaper articles selected for each of the
30 topics and submit the results to the workshop organizers. The output of each
participating system is compared against the manually extracted set of sentences
for each of the topics using precision, recall and F-measure. Essentially, the task
evaluated in TSC is sentence extraction for multi-document summarization.

To construct the training data applicable to the proposed method, we asked two hu-
man annotators to arrange the extracts. The two human subjects worked indepen-
dently and arranged sentences extracted for each topic. They were provided with the

3 http://lr-www.pi.titech.ac.jp/tsc/tsc3-en.html
4 http://research.nii.ac.jp/ntcir/index-en.html
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Table 1
Correlation between two sets of human-ordered extracts

Metric Mean Std. Dev Min Max

Spearman 0.739 0.304 -0.2 1

Kendall 0.694 0.290 0 1

Average Continuity 0.401 0.404 0.001 1

source documents from which the sentences were extracted. They read the source
documents before ordering sentences in order to gain background knowledge on the
topic. From this manual ordering process, we obtained 30(topics)× 2(humans) =
60 sets of ordered extracts. Table 1 shows the agreement of the ordered extracts be-
tween the two subjects. The correlation is measured by three metrics: Spearman’s
rank correlation, Kendall’s rank correlation, and average continuity. Definitions of
these automatic evaluation measures are described in Section 4. The mean corre-
lation values (0.74 for Spearman’s rank correlation and 0.69 for Kendall’s rank
correlation) indicate a strong agreement in sentence orderings made by the two
subjects. In 8 out of the 30 extracts, sentence orderings created by the two human
subjects were identical.

We apply the leave-one-out method to the proposed method, to produce a set of
sentence orderings. Specifically, we select the set of extracted sentences for one
topic as test data and the remaining 29 as training data and repeat this process 30
times by selecting a different set at each round. We use the training data to com-
pute the total preference function, PREFtotal, using Algorithm 2. Subsequently,
the learnt preference function is used to produce a total ordering for the test extract
using Algorithm 1. We use the three evaluation measures: Kendall’s coefficient,
Spearman’s coefficient and average continuity to compare the ordering produced
by the proposed sentence ordering algorithm against the two human-made order-
ings for that test extract in our TSC dataset. We report the average results over the
two human-made orderings in our experiments.

For comparison purposes, we ordered each extract using four methods: Random Or-
dering (RO), Probabilistic Ordering (PO), Chronological Ordering (CO) Learned
Ordering (LO) (the method proposed in this paper) and evaluated those orderings.
Next, we describe each of those sentence ordering methods.

Random ordering (RO) is the lowest anchor, in which sentences are arranged
randomly. This method acts as a lower-baseline and demonstrates the perfor-
mance that we would obtain if we randomly order sentences in a summary.

Probablistic ordering (PO) arranges sentences by using the probabilistic text struc-
turing method proposed by Lapata [21]. We used CaboCha 5 (a dependency
parser for Japanese text) to obtain part-of-speech information and dependency

5 http://chasen.org/ taku/software/cabocha/
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structure of sentences. Using nouns, verbs, and verb-noun dependencies, we
trained the language model on a corpus of 100,000 articles selected from Mainichi
and Yomiuri newspapers.

Chronological ordering (CO) arranges sentences with the chronology criterion
defined in Equation 3. Sentences are arranged in chronological order of their
publication date. Specifically, sentences belonging to articles published earlier
are ordered ahead of sentences belonging to articles published later. Among sen-
tences belonging to the same source article, we order them according to the
order in which they appear in the original article. Chronological ordering can-
not define an order for sentences belonging to articles with identical publication
dates/times. Ordering among such sentences are decided randomly.

Learned Ordering (LO) is the method proposed in this paper. Specifically, we
use Algorithm 2 to learn the weights for each of the experts and then compute
the total preference functions as the weighted sum of the individual expert’s pref-
erence functions according to Equation 2. Finally, Algorithm 1 is used to produce
a total ordering for a set of sentences extracted for a topic.

Note that the experts topical-closeness, precedence and succession cannot produce
a total ordering for a set of sentences only by themselves because they cannot de-
termine the ordering between two sentences at the initial stage where we have not
ordered any sentences (i.e. when Q = � all three experts return the value 0.5 for
any pair of sentences). Consequently, those experts have not been included as in-
dividual ranking algorithms in the above list of baselines. Of course, they are used
in the proposed method (LO) both during training and ordering as described in the
paper.

We evaluate each of the above mentioned methods using Kendall coefficient, Spear-
man coefficient and average continuity. Experimental results are shown in Table 2.
From Table 2, we see that the proposed method (LO) reports the best results among
the four methods compared in the table according to all evaluation measures. We
performed an analysis of variance (ANOVA) test followed up with Tukey’s honest
significance of differences (HSD) test [40] to evaluate the statistical significance of
the results obtained. Our statistical significance tests reveal that the improvement
of the proposed method (LO) over all the other methods compared in Table 2 are
statistically significant under the confidence level of 0.05. It is noteworthy that both
randomly ordering sentences (RO) and probabilistic ordering (PO) result in very
poor performances. In particular, we found that data sparseness is a major prob-
lem for the probabilistic ordering method even though we used smoothing methods
as described in Section 3.2. One reason for the data sparseness is that our evalu-
ation dataset contains newspaper articles that describe novel events that have not
been reported in the past. Therefore, adjacent sentence pairs in past newspaper ar-
ticles rarely contain two words that appear in adjacent sentences in the extracts that
must be ordered. On the other hand, chronological ordering (CO) works surpris-
ingly well despite its simplicity. In particular, newspaper articles have a tendency
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Table 2
Performance of different sentence ordering methods.

Method Spearman Kendall Average Continuity

Random Ordering (RO) −0.267 −0.160 0.024

Probabilistic Ordering (PO) 0.062 0.040 0.029

Chronological Ordering (CO) 0.774 0.735 0.511

Proposed Method (LO) 0.783 0.746 0.546

Table 3
Weights learned for different experts by Algorithm 2.

Expert Chronological Probabilistic Topical-Closeness Precedent Succession

Weight 0.327947 0.000039 0.016287 0.196562 0.444102

to present information in a chronological fashion, elaborating past events using
new information. The appropriateness of chronological ordering as a method to or-
der sentences for multi-document news summarization systems have been reported
also in previous work [2, 33]. The ability of the proposed method to significantly
improve over chronological ordering by taking into consideration other clues such
as precedence and succession relations can be seen as an important contribution of
our work.

Table 3 shows the weights learnt by Algorithm 2 for the different experts discussed
in the paper. Because the final total preference function used for ordering (Equa-
tion 2) is simply the weighted linear combinations of the individual preference
functions corresponding to each expert, the weight learnt for a particular expert
indicates the influence it imparts on the overall sentence ordering algorithm (Al-
gorithm 1). From Table 3, we see that succession, chronological and precedent
experts have significant contributions to the total preference functions, whereas
the contributions of probabilistic and topical-closeness experts are negligible. The
high weight assigned to the chronological expert is in agreement with the better
performance we observed in Table 2 for the chronological ordering (CO) method
and indicates the importance of chronological information for sentence ordering in
multi-document news summarization tasks. It is interesting to note that succession
expert reports the highest weight among all five experts included in our proposed
method. Typically, news articles follow a logical order of events where succession
relations are often satisfied. The high weight learnt for the succession expert is a
consequence of this phenomenon. Future work in sentence ordering using other
types of texts, other than newspaper articles, will reveal whether this phenomenon
is universal or unique to this genre. Although both precedence and succession ex-
perts model similar types of relations in multi-document summaries, we see that
succession relations are more useful in determining the order among a set of ex-
tracted sentences. The low weight learnt for the probabilistic expert is due to the
data sparseness issues that were already discussed under Table 2. Extractive sum-
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Fig. 8. Precision Pn vs. the length n of continuous sentence segments (refer Equation 25).

Table 4
Comparison against previously proposed sentence ordering methods.

Method Spearman Kendall Average Continuity

Proposed Method (LO) 0.783 0.746 0.546

Okazaki et al. [33] 0.843 0.792 0.606

Bollegala et al. [6] 0.603 0.612 0.459

marization systems attempt to maximize the diversity of a summary by including
numerous sub-topics discussed in a set of source documents in the summary. Con-
sequently, not all sentences in a summary are closely related to the main topic of
the summary, but cover other sub-topics. The relatively lower weight learnt for the
topical-closeness expert in comparison to precedent and succession experts can be
attributable to this nature of sentence selection in multi-document summarization.

The number of continuous sentences that appear both in an ordering produced by
an algorithm as well as in an ordering made by a human annotator for a set of sen-
tences is an indicator of the readability of a sentence ordering produced by the al-
gorithm. Average continuity measure captures this notion of readability. To further
investigate how each of the above-mentioned sentence ordering methods perform in
terms of precision, we plot the precision scores, Pn (Equation 25) against the length
n of continuous text segments (length is measured by the number of sentences that
appear in a continuous segment of sentences) in Figure 8. According to Figure 8,
for lengths up to 6 sentences, the proposed method (LO) has the highest precision
among the different sentence ordering methods compared. The probabilistic or-
dering (PO) does not possess continuous segments of sentences with length more
than two. Note that larger continuous segments are rare and as a result precision
decreases with the value of n for all sentence ordering methods.

In Table 4, we compare the proposed method against two previously proposed sen-
tence ordering methods: Okazaki et al. [33] and Bollegala et al. [6]. Both those
methods are evaluated on the same dataset as the proposed method and can be di-
rectly compared against our results. Among all the methods compared in Table 4,
Okazaki et al. [33] reports the best performance in all three evaluation measures.
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Fig. 9. Human Evaluation

The second best set of results is obtained by the proposed method. However, a
paired t-test performed using the Kendall coefficients shows that the difference of
performance between Okazaki et al. [33] and our proposed method is statistically
insignificant under the 0.05 critical level. Therefore, we conclude that our method
is statistically comparable to the state-of-the-art approach by Okazaki et al. [33].

In addition to using the semi-automatic evaluation measures described in Section 4
for evaluating a sentence ordering method, we also conduct a subjective evaluation
to further compare the different sentence ordering methods. We asked three human
judges to rate sentence orderings according to the following criteria 6 .

Perfect A perfect summary is a text that we cannot improve any further by re-
ordering.

Acceptable An acceptable summary is one that makes sense, and is unnecessary
to revise even though there is some room for improvement in terms of its read-
ability.

Poor A poor summary is one that loses the thread of the story at some places, and
requires minor amendments to bring it up to an acceptable level.

Unacceptable An unacceptable summary is one that leaves much to be improved
and requires overall restructuring rather than partial revision.

To avoid any disturbance in rating, we inform the judges that the summaries were
made from the same set of extracted sentences, and that only the ordering of sen-
tences is different. Furthermore, the judges were given access to the source docu-
ments for each summary. Figure 10 shows a summary that obtained a perfect grade.
The ordering 1− 4− 5− 6− 7− 8− 2− 3− 9− 10 was assigned an acceptable
grade, whereas 4 − 5 − 6 − 7 − 1 − 2 − 3 − 8 − 9 − 10 was given a poor grade.
A random ordering of the ten sentences 4 − 7 − 2 − 10 − 8 − 3 − 1 − 5 − 6 − 9
received an unacceptable grade.

6 The human judges that participated in this evaluation are different from the two annota-
tors that created the two sets of reference summaries. All three judges are native Japanese
speakers and graduate school students, majoring in information engineering.
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(i). Hurricane Gilbert, one of the strongest storms ever, slammed into the Yucatan
Peninsula Wednesday and leveled thatched homes, tore off roofs, uprooted
trees and cut off the Caribbean resorts of Cancun and Cozumel.

(ii). Tropical Storm Gilbert formed in the eastern Caribbean and strengthened into
a hurricane Saturday night.

(iii). Gilbert reached Jamaica after skirting southern Puerto Rico, Haiti and the Do-
minican Republic.

(iv). The Mexican National Weather Service reported winds gusting as high as 218
mph earlier Wednesday with sustained winds of 179 mph.

(v). More than 120,000 people on the northeast Yucatan coast were evacuated, the
Yucatan state government said.

(vi). Shelters had little or no food, water or blankets and power was out.
(vii). The storm killed 19 people in Jamaica and five in the Dominican Republic

before moving west to Mexico.
(viii). Prime Minister Edward Seaga of Jamaica said Wednesday the storm destroyed

an estimated 100,000 of Jamaica’s 500,000 homes when it throttled the island
Monday.

(ix). The National Hurricane Center said a hurricane watch was in effect on the
Texas coast from Brownsville to Port Arthur and along the coast of northeast
Mexico from Tampico north.

(x). The National Hurricane Center said Gilbert was the most intense storm on
record in terms of barometric pressure.

Fig. 10. An example of a perfect grade summary.

The results of the human evaluation of the summaries is shown in Figure 9. For each
of the sentence ordering methods shown in Figure 9, there are 90 (30 summaries
× 3 human judges) ratings provided by the human judges. Kendall’s coefficient
of concordance (W), which assesses the inter-judge agreement of overall ratings,
reports a higher agreement between judges with a value of W = 0.937. For each
sentence ordering method, we aggregate the ratings for each of the four grades
individually and report the percentage in Figure 9. From Figure 9, we see that
most of the randomly ordered summaries (RO) are unacceptable. Although both
chronological ordering (CO) and the proposed method (LO) have the same number
of perfect summaries, the acceptable to poor ratio is better in LO. Over 60 percent
of summaries ordered using LO are either perfect or acceptable.

6 Conclusions and Future Work

In this paper, we studied the problem of ordering a set of extracted sentences in
a multi-document summarization setting to create a coherent summary. We for-
malized numerous previously proposed ideas for ordering a set of sentences into
experts that express preferences for ordering one sentence ahead of another in a
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summary. Specifically, we proposed five ordering experts: chronological expert,
probabilistic expert, topical-closeness expert, precedence expert, and succession
expert. We then learnt the weighted linear combination of those experts using a
hedge regression algorithm. We use a set of summaries ordered by human anno-
tators as training data. We proposed a pairwise greedy ordering algorithm that has
good approximation properties and time complexities to avoid the combinatorial
searching frequently associated with total ordering problems. The proposed method
significantly outperformed numerous baselines and previously proposed sentence
ordering methods on a publicly available dataset for multi-document summariza-
tion.

There are several natural future research directions to our current work. First, the
list of ordering experts that we presented in this paper is by no means exhaustive.
There are numerous other signals that one can model as ordering experts. For ex-
ample, textual entailment relations [8] between two sentences can be modeled as an
ordering expert. If a sentence T entails another sentence H , then it is a strong sig-
nal that we must order H after T in a summary. Second, there are numerous other
classification algorithms that can be used to infer the final ordering rule. Fuzzy
rules [41, 42] are particularly suitable for this purpose because they can incorpo-
rate soft rules with confidence scores. Third, the sentence ordering problem is not
limited to text summarization but omnipresent in numerous other natural language
generation tasks. It remains to be tested whether the proposed approach is sufficient
to order sentences in other natural language generation tasks such as warfighting
games based on linguistic geometry [39].
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