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1 Introduction

The automatic generation of natural language messages (or NLG) has been em-
ployed in many computer systems and for various purposes, which go from pro-
viding information on a particular subject, to instructing on how to perform
some -complex- action, to arguing about a particular claim (for an overview,
see [24]).

In the majority of systems that have been designed in the last decade, these
messages are adapted, in their content and presentation style, to the context in
which they have to be applied: that is, to the Hearer’s characteristics (represented
in a “mental model” of the Hearer), to the application domain and, generally
in a more implicit way, to the Speaker’s characteristics. Adaptation is based on
“strong” assumptions about the Hearer’s mental state and the way this state
is influenced by communication of each individual component of the message,
and by understanding of the relationships among these components. The aspects
of the mental state that are represented, in the large majority of cases, are the
Hearers’ beliefs and knowledge of domain topics and their goals about the domain
state; in some cases, this may extend to representing other aspects, such as the
ability to perform domain actions, the interest towards topics, the preference
towards domain states. When a Speaker’s model is represented as well, this
includes second-order beliefs and goals of the same type.

Generally seen as informative tools, these systems give little space to repre-
sentation of less rational aspects, such as emotions, of both Speaker and Hearer.
However, natural language communication is influenced by a number of factors,
of which the more rational ones constitute only a subset. Especially when com-
munication occurs in “delicate” scenarios, such as a medical setting, the Hearer
cannot be expected to coolly react to what is being said. Many studies in the
health behaviour research have shown that patients’ attention and understand-
ing is highly affected by their emotional involvement [1,26]. It therefore appears
worthwhile to investigate whether, when and how emotions, personalities and
other extra-rational factors should be taken into account when designing a NLG
tool.

By paraphrasing Rose Picard [22], we define Affective Natural Language Gen-
eration as “NLG that relates to, arises from or deliberately influences emotions
or other non-strictly rational aspects of the Hearer”: these aspects (denoted
with the generic term of “attitudes”) include personality traits, emotions and
highly-placed values. We argue for the need for affective NLG by considering
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an example from medical explanation texts, in which affect plays a particularly
relevant role. We claim that Affective NLG requires a revision of the generation
methods and of the knowledge sources (about the domain and about the Hearer)
that are employed in this process, and, from analysis of the presented example
and of the literature, we draw some conclusions about the way NLG methods
might be revised to produce more affective texts.

2 A Case Study

We consider two examples from a corpus of explanations about drug prescrip-
tion [2]. The corpus was collected by presenting a set of scenarios to several
doctors, who were then asked to make a drug prescription and to support this
prescription with an explanation addressed to the patient, to a nurse and to a
colleague.

The two examples presented here are both addressed to the patient, as these
were the versions of the explanation conveying more affect, and refer to the
following scenario:

“A 44 years-old alcoholic man lives on a poor diet in a cold and damp lodging

house. He now complains of a persistent cough, occasionally bringing up blood.

His appetite is poor, and he thinks he is losing weight. Examination and chest

X-rays, followed by other tests, confirm the diagnosis of tuberculosis”.

The explanation texts provided by the two doctors are shown in Fig. 1. Doctor
D1 (column 2) provides a shorter text, Doctor D2 (column 3) a longer one.
The two texts do not really differ in the overall structure: they both start with
illustrating the disease, to then anticipate that treatment will be long and cannot
be avoided; after synthesizing the main aspects of treatment (number of drugs
and intake modalities), the texts end with mentioning the main accompanying
measures that the doctor is going to undertake.

Both texts employ some typical affect-conveying techniques (italicized text
in the figure). However, it is the quantitative and qualitative difference in the
way these techniques are employed which makes the two texts really different:

– D1’s text is mainly focused on convincing the patient to follow the treatment,
by relying on his sense of responsibility: treatment is long and necessary (4)
and has to be done every day, for at least three months (7).

– D2’s text combines the goal of motivating the patient with the goal of re-
assuring him about the perspectives of success of treatment. This text is
longer, first of all because it includes many more justifications:
1. of diagnosis, and the way it is linked to available evidence (1),
2. of the reason why a combination of drugs is needed (6),
3. of the reason why a notification of the disease is required (not from the

legal but from the public health viewpoint!: 10), and
4. of the circumstance that may justify a future hospitalization (11).

At the same time, the patient is constantly reassured about the efficacy of the
treatment prescribed (2, 4, 5, 6) and about the health service participation
to monitor his health status (11).
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1 Mr Smith, unfortunately you have an infection
of the chest which is called tuberculosis;

Well Mr Smith, we’ve got the tests back now and I
think we might have mentioned your losing weight
and being a bit poorly, but we were a little bit
worried that you did have TB, or tuberculosis in-
fection. And the tests have really confirmed that
worry, it looks as if, on your chest X-ray, you’ve
got active TB, and your sputum is also positive.

2 So, the good news is that we do have tablets that
are very effective for treating TB,

3 you do have to take several tablets a day,

4 the problem, with this infection, is it takes a
very long time to eradicate it from the body
and therefore we have to undertake quite a
long course of treatment which it is essential
for you to fulfill for the full course.

and you will have to take them for some months
to get really over this problem,

5 but it is something we can do something about.

6 Therefore, initially we are going to start off
with 3, and we may even add 4 drugs when
we talk to the microbiologist.

What we are going to do today is start you on
two types of tablets, one a special antibiotic to
kill off the TB bugs, the other ones are vitamins,
because you can run a bit short of vitamins when
you’re on these tablets.

7 These drugs will have to be taken every day,
and then we’ll reassess the situation in three
months time.

8 I notice that you live on your own at the mo-
ment and

Now the other thing we’ve got to do is to look into
why you’ve got this, we’re a little bit worried that
you’re maybe a bit undernourished, and haven’t
been looking after yourself, and

9 we’re going to see if we can speak to our social
workers to see if they can improve on your sur-
roundings and benefits.

10 What we’re also going to have to do is notify you
as a case of TB, because this is an infection and
you might have caught it from one of your friends,
or alternatively you could maybe cough on some-
body and infect them.

11 I just wondered what you felt of coming into
hospital over the next few days.

So, these are the main things we’re going to be
doing, and we’ll be keeping a close eye on you
here at the clinic to make sure you are getting
better, and we may need to bring you into hos-
pital for a bit if you don’t progress as well as we’d
like.

Fig. 1. Two explanation texts about drug prescription

The first effect of the difference in affect, in the two texts, is therefore a difference
of content: more affect implies, in the considered example, more details1. The
second effect is a difference of form: in D2’s text, many more affect-conveying
terms are used:

– verbs: kill off the TB bugs, in segment 6; a close eye on you, in segment 11;

– adjectives: the good news, in segment 2;
– adverbs: a lot of little bit and some very, really, maybe, here and there, when

needed to enhance positive aspects and mitigate negative ones.
1 In other cases, more affect implies, on the contrary, less details, caused by the decision
to omit, from the explanation, aspects that are difficult for the Hearer to accept or
that might cause distress to the Hearer, as we will see later on.
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Both texts (and especially D2’s) are rather redundant: some topics are repeated
with identical or equivalent wording. For instance:

– “it takes a very long time to eradicate”, and “we have to undertake quite a
long course of treatment” (D1’s text, segment 4);

– “The good news is that we do have tablets that are very effective for treating
TB”, and “but it is something we can do something about” (D2’s text,
segments 2 and 5).

Other topics, on the contrary, are only touched on, without going into details: we
will see some examples of this when we will talk about side effects, in particular.

Finally, both doctors employ the “first plural person” form of verbs, to give
the patient the feeling that caring for the diagnosed disease is not something
that concerns the patient alone, but it is something the doctor and the patient
are managing together (in the case of D2, it is a “battle” they will fight jointly).

To conclude: affect manifests itself, in the examined example, both at the
content and at the form level. Redundancy, inclusion of motivating and reassur-
ing details, and elusion of demotivating topics are examples of the first level;
use of enhancing or mitigating terms and of the first plural person form are
examples of the second one. In other texts in the same corpus, we found several
examples of a wise use of redundancy vs conciseness, to stress favourable or de-
emphasize unfavourable information. We also found examples of summaries of
topics that are relevant for correct treatment, that were introduced in the texts
with the aim of reinforcing the patient’s memory. Finally, we found a variation
in the order of presentation of information items (for instance, side effects and
drug administration) that was probably linked to their presumed impact on the
patient’s emotional state. In other examples of medical texts, other forms for
expressing affect were employed: for instance, in a corpus of dialogues between
doctor and patient in two different settings (a family planning service in Italy
and an adolescent diabetic care service in the UK), several forms of omission
were employed like elusion or deception [3].

All the examples we looked at, anyway, show that affect plays a crucial role
in explanatory texts. We shall reflect, in the remaining of this paper, on how
such a trait may be rendered in automated NLG.

3 Affect in Natural Language Generation

Apart from works which explicitly deal with (especially informal) argumenta-
tion [25,27,15,10], reflection on how texts may be generated, that give appro-
priate weight to affective components of both the Speaker’s and the Hearer’s
mental state, has been rather episodic in the NLG community, and mainly with
a focus on the wording of the text.

Among others, [12] focuses on the idea of “producing utterances empathetic
to both the Speaker and the Hearer”, by offsetting “unpleasant” information
and stressing “favourable” one, through detensifier and intensifier adverbs: the
Hearer’s mental model is enriched, to this purpose, with domain-related personal
preferences, concerns, worries and related features. In [30] it is discussed how
variables like the “social distance” between the Speaker and the Hearer, the
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“power” that the Hearer has over the Speaker and the two agents’ “basic desires”
might affect strategies for realizing a particular speech act. Similar considerations
are made in other projects whose purpose is to build “life-like characters with
personality and emotions”, as, for instance, in [18].

Very few works have dealt with the problem of organizing the text content
when affect has to be taken into account. In his book on Generating natural
language under pragmatic constraints, Hovy dedicates a Chapter to this subject
by discussing, in particular, how to deal with situations in which there is a “po-
tential conflict” or an “agreement” between the affective implications of the text
and the Hearer’s opinion [13, Chapter 4]. He suggests to apply content-related
and form-related techniques, the first ones aimed essentially at avoiding “sen-
sitive issues” or at de-emphasizing them through evasion, selectivity or other
means, the second ones aimed at enhancing positive aspects and mitigating neg-
ative ones, through appropriate word choices. Hovy’s proposal to intervene on
the text content through some form of evasion, elusion or “deception by mask-
ing” will remain an exception for some time. Kölln shifts this research field’s
focus towards the planning step, by suggesting to consider some Hearer’s atti-
tudes such as “subjective preferences” towards relevant concepts in the domain
under consideration, in deciding the text content in concept explanation gener-
ation [16].

Some other researchers have been concerned with how emotional factors af-
fect the structure of the sentence. One of the most notable contributions is Mar-
ilyn Walker’s study on the role of repetitions in texts [28,29]: this study goes
in the opposite direction of the prevalent tendency in sentence planning, whose
main focus is on aggregation [14]. In a recent survey, Reape and Mellish [23]
report several definitions of this NLG task found in the literature, for instance:
“redundancy elimination, abbreviation, text structure combination for concise
and coherent text generation” etc. These goals may be achieved by language-
dependent or language-independent techniques and may focus on conceptual,
semantic or rhetorical aspects of the text. There are no considerations, in this
paper like in others in the same field, on when aggregation should not be made.
By illustrating the benefits of repetitions in a text, Marilyn Walker, on the con-
trary, indirectly indicates some circumstances in which redundancy is a value
rather than a vice and therefore delimits the role of aggregation. We came to
similar conclusions in our analysis of medical explanation texts and dialogues,
in [6]: as the emotional state of the Hearers influences their reaction to the
communicated message, assumptions that generally justify the avoidance of rep-
etitions are likely to be violated in affective texts, and NLG methods should be
revised accordingly.

Apart from these and few other examples, we lack, to our knowledge, a com-
prehensive research which fully accounts for how the goal of producing affective
texts influences the various stages of the NLG process. In the next section we try
to make a step in this direction, by sketching some ideas based on the literature
and on our experience.



Affective Natural Language Generation 209

Prescription for Mr Fictif

There are 3 drugs you have

been prescribed:

The first one is Aspirin

Text Plan

Text Plan
Revised

Plan Library

ATN Library

Domain KB

Speaker Model

Hearer Model

Communicative Goal

Surface Realisation

Sentence Planning

Discourse Planning

Fig. 2. Architecture of the NLG system

4 Considerations on How to Generate Affective Texts

If affect influences the information content and order and the way that commu-
nicative acts are realized, then all phases of the text generation process should be
influenced by consideration of emotional factors. We assume a classic pipeline
architecture for NLG systems, consisting of the phases of discourse planning,
sentence planning and surface realization [24].

Fig. 2 illustrates this architecture as developed in our system: the Plan Li-
brary and the Augmented Transition Networks (ATN) library are knowledge
sources employed in discourse planning and surface realization. A Speaker and
a Hearer Model enable a double adaptation of the message produced; a Domain
Knowledge Base (DKB) provides information on concepts, objects and other
topics in the domain to which the explanation refers.

4.1 Discourse Planning

Discourse Planning is “the process of imposing ordering and structure over the
set of messages to be conveyed” [24]. The result of this process, the text plan,
is usually represented as a tree, whose leaves are the information content of the
text and whose internal nodes have some representation of how parts of the text
relate to one another.

Information content and order of the discourse items are often established by
applying some planning algorithm to a Library of plan operators. The structure
of the operators that have been applied in various discourse planning experiences
varies slightly ([21] contains probably the most complete and clear introduction
to this subject). We will refer, in this paper, to the structure of the operators that
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we employed in our tool for generating explanations about drug prescriptions [7].
In these operators:

– the Header specifies a discourse segment purpose;
– the Domain Constraints specify conditions on the Domain Knowledge base

that must be satisfied for the operator to be applied;
– the Intentional Constraints specify conditions on the Hearer mental state

that should be satisfied for the operator to be applied. As opposed to domain
constraints, intentional constraints can in turn be planned for, if not satisfied,
through a pattern-matching with the Effects of other operators;

– the Effects specify the changes produced in the mental state of the Hearer
by the communicative action(s) activated by the operator;

– the Decomposition specifies how the communicative goal mentioned in the
Header may be decomposed into sub-goals, and the role that each of these
subgoals plays in the Rhetorical Relation (RR) attached to the operator2;

– the Rhetorical Relation specifies the above mentioned RR name.

Figure 3 provides an example of one of these operators, that aims at describ-
ing a side effect (?x) of a drug (?y). The application constraint of this operator is
that the Hearer (H) does not already know these side effects (NOT (KnowAbout
H ?x)). Its effect is that the Hearer will come to know them. The goal specified
in the Header may be decomposed into four subgoals (in this case, primary com-
municative actions) which are linked by a RR of Elaboration Object-Attribute;
the goal to inform about the side effect name (Inform S H (Sign ?x)) is the
nucleus of this RR; the other items in the Decomposition are satellites.

In our generator of explanations about drug prescriptions, about 100 opera-
tors were employed to plan the message structure. Although this method enabled
us to achieve a double adaptation of generated texts (to the Speaker and to the
Hearer), these texts did not show the same level of empathy that we had found
in the doctors’ corpus of explanations.

To produce more affective texts, such a method should be revised through-
out. First of all, the strategy to employ in achieving the communicative goal
that is formalised in a plan operator has to consider not only the Hearers’ ex-
perience or knowledge but also other, less rational factors, such as their desires,
interests, fears, satisfaction and so on. Moreover, these factors should be ‘graded’
rather than being considered as dichotomic variables. This requires revising the
Intentional Constraints and the Effects slots of plan operators.

Intentional Constraints. As said before, this is the slot in which the deci-
sion of when to include a topic in the message is formalised. In traditional text
planners, this decision is driven by the need to avoid redundancy in the text, by
avoiding to talk about what the user already knows. This originates from the
Gricean maxim of “Quantity” [11] and is based on simplifying assumptions such
as [29]:
2 We use the Rhetorical Structure Theory [19] to identify the relations among text seg-
ments: according to this theory, text segments participating to a rhetorical relation
can have either a more prominent (nucleus) or a less prominent (satellite) role.
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Header: DefineSingleSideEffect (S H ?x ?y)
Domain Constraints: (Drug ?y) AND (SideEffect ?x ?y)
Intentional Constraints: NOT (KnowAbout H ?x)
Effects: (KnowAbout H ?x)
Decomposition: (Inform S H (Sign ?x)) Nucleus

(Inform S H (Severity ?x)) Satellite (optional)
(Inform S H (Frequency ?x)) Satellite (optional)
(Inform S H (Intensity ?x) Satellite (optional)

Rhetorical Relation: ElaborationObjectAttribute

Fig. 3. A typical plan operator, from [7]

1. unlimited working memory of the Hearer (everything an agent knows is al-
ways available for reasoning),

2. logical omniscience (every logical conclusion of the Hearer’s knowledge is
always available for reasoning) and

3. no autonomy in knowledge (assertions and proposals by the Speaker are
accepted by default by the Hearer).

However, as stated by Marilyn Walker [29] and as we saw in our Examples in
Sect. 2, it turns out that a topic may be included in a text, even if the Hearer is
presumed to already know it, for several reasons: for instance, to augment the
evidence in support of a desired belief, to make the topic salient in a given phase
of the discourse, or to increase the Hearer acceptance of some claim. The need
for mentioning a topic therefore depends, on one side, on characteristics of the
Hearers that go beyond their knowledge state, such as their inference ability,
their attentional capacity or their emotional state. But it also depends on char-
acteristics of the discourse topic, such as how complex a task is, how hard and
how important the inference is, or how acceptable errors consequent to misun-
derstanding of the message are. When the text has an argumentation purpose
(for instance, “to convince the patient to carefully comply with treatment”), the
target of the communication process are the Hearers’ goals and intentions rather
than, or in addition to, their beliefs and knowledge. The simplifying assumptions
leading to avoid repetitions may be rephrased, in this case, as follows:

1. unlimited performance desire of the Hearer (everything the agent intends to
do is immediately turned into action),

2. behavioural total coherence (every intention consequent of the Hearer’s men-
tal state is immediately adopted),

3. no autonomy in behaviour (requests are accepted by default by the Hearer).

To account for affective factors in the definition of plan operators’ constraints,
conditions under which these assumptions are likely to be violated, and attitudes
of the Hearer’s mental state that may affect them, need to be established.

Figure 4 shows an example of how the operator of Fig. 3 may be revised,
to plan an affective discourse. This operator is meant to capture a situation in
which the considered drug has “serious side effects” and the patient has a high
“ self-care attitude” and does not fear too much about painful consequences
of taking the drug. New items are introduced in the Intentional Constraints
slot: the Hearer’s interest towards knowledge of health care implications (in our
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Header: DefineSingleSideEffect (S H ?x ?y)
Domain Constraints: (Drug ?y) AND (SideEffect ?x ?y) AND (Eq ((Severity ?x) HIGH)
Intentional Constraints: (Val(KnowAbout H ?x) < t1) AND (Val(WantsToKnow H ?x) > t2)

AND (Val(Fear H PAIN) < t3)
Main Effects: Increases Val(KnowAbout H ?x)
Side Effects: Decreases Val(Goal H (Take H ?y))

AND Increases Val(Fear H PAIN)
Decomposition: (Inform S H (Sign ?x)) Nucleus

(Inform S H (Severity ?x)) Satellite (optional)
(Inform S H (Frequency ?x)) Satellite (optional)
(Inform S H (Intensity ?x) Satellite (optional)

Rhetorical Relation: ElaborationObjectAttribute

Fig. 4. A plan operator for affective discourse planning

case, the side effects of the drug: (WantsToKnow H ?x)) and his/her emotional
state. The particular emotion category considered in the example is ‘fear’ about
‘the prospective undesirable event’ of ‘feeling pain due to the side effects of the
drug’ [9]. All conditions in this slot are transformed from first order formulae to
conditions on the value of the ‘intensity’ of items: the operator will be activated
only when this value (the ‘level of knowledge’, the ‘level of interest’, the ‘level of
fear’) exceed or are below a threshold value. A different operator would consider
the case of patients whose ‘self-care attitude’ is not very high or whose fear
about feeling pain is high: in such case, details about most negative aspects
of side effects will be hidden, or will eventually be attenuated by appropriate
techniques.

Effects. The communication of a topic produces several effects on the Hearer’s
mental state: some of them are “main (usually positive) effects” that satisfy the
main communicative goal of the Speaker, while others are “side effects” that
may be “negative”, not intentional and not avoidable. This makes too simplistic
the on/off hypothesis, according to which agents either have or have not a goal,
a belief or an attitude, and reverse their state of mind after receiving a commu-
nication. Some more fine grained representation is needed, instead, to express
the graduality of mental state change.

Let us compare, again, the two operators in Fig. 3 and Fig. 4. In the oper-
ator employed in affective discourse planning, the main effect is to increase the
Hearer’s knowledge about the side effects of the drug. In addition, a new category
of effects is introduced: the “Side Effects” slot (side effects of the communication
process!) specifies that the consequences of being informed about the side effects
(of drugs!) is a decreased intention of taking the drug (Goal H (Take H ?y)) and
an increased fear about their possible negative consequences (Fear H PAIN).

4.2 Sentence Planning and Plan Revision

In the sentence planning step, a number of activities are performed, all having
in common the characteristics of producing, from an input discourse plan, a new
plan that is, in some sense, “optimized”.
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Aggregation, that is the grouping together of some text segments in order
to enhance coherency and fluency, is considered the most important of these
activities, in the sentence planners that have been proposed so far [5].

Highlighting of primary subjects and reordering of plan tree components are
other ‘affect enhancing techniques’ that may be applied, if needed, after a plan
has been produced and before surface realization starts.

These sentence planning algorithms should not, however, be driven only by
style considerations and should only be applied in specific circumstances, that
depend on the Hearer’s affective state on one side, and on the domain topics on
the other side.

Let us consider, for instance, aggregation. The decision of whether to aggre-
gate sentences or clauses or whether, on the contrary, to emphasize repetitions
in sentences, should consider not only aesthetic parameters, but also the Hearer
characteristics, the degree of difficulty of the topic and its importance.

Example:
Let us suppose that the considered drug has three side effects (nausea,
headache and insomnia), that each effect has its own severity, frequency and
intensity and that the operator in Fig. 4 has been applied in a discourse plan in
which side effects are described in sequence. A text with the following content
will be produced in this case:

“However, I must inform you that this drug may cause some side
effects. The first one is nausea; it is serious, it occurs infrequently, in
a strong form, in sensitive patients. The second one is headache; it is
serious, it occurs infrequently, in a strong form, in sensitive patients.
The third one is insomnia; it is not serious, it occurs frequently, in a
strong form, in sensitive patients.”

This text includes several repetitions, some of which are concerned with “pos-
itive” aspects of this topic (infrequently, in particularly sensitive patients),
other with “negative” ones (it is serious, in a strong form). To avoid increas-
ing the patient fear about the consequences of taking the drug, a plan revision
algorithm may be applied to enhance positive aspects through emphasized
repetition and to mitigate negative ones through aggregation. The following
revised text will be obtained:

“However, I must inform you that this drug may cause some side ef-
fects. A first group of them includes nausea, which occurs infrequently
and only in particularly sensitive patients, and headache which, again,
occurs infrequently and only in particularly sensitive patients; these
side effects are both serious. Then, you may have insomnia: it is not
serious but can be frequent; however, once again I would like to reas-
sure you that it occurs only in particularly sensitive patients. All these
side effects can occur in a strong form.”

Similar considerations may be applied to the other sentence planning techniques
we mentioned before.

4.3 Surface Realization

In the surface realization step, the way that a sentence is rendered (words choice,
sentence structure and style employed) depends, as well, on the topic and on the
Hearer characteristics. Affective text may be obtained by employing rule-based
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heuristics that define when and how empathy elements have to be introduced in
the text. Let us see an example of these heuristics, from the previous text:

Example:

To produce the “however, once again I would like to reassure you that...only...”

from the revised text plan, a rule of the following type is used:

“IF the subtree Explain negative effects of a drug includes “relevant for compli-

ance” items which take unfavourable values AND the patient is particularly fearful

about this type of effects, THEN de-emphasize these items”

Similar rules would produce the various little bit, very, really, may be, kill of
detensifier adjectives, adverbs and verbs in the example in Section 2.

5 From Theory to Practice

We have applied some of the principles outlined in the previous Section to our
tool for generating explanations about drug prescriptions [6], with the aim of pro-
ducing more affective messages. We did not revise, so far, the discourse planning
component: this would require a theory for stating how intensity of knowledge,
intentions and emotions should be updated after each operator has been applied,
or, in other words, a definition of the Decrease and Increase functions in the two
Effect slot of the plan operator in Fig. 4, which is beyond the scope of our present
work. We rather focused our efforts on the sentence planning phase, by specifi-
cally looking at the three affect-conveying operations encountered in our corpus:
treatment of repetitions, highlighting of relevant subjects and reordering of text
spans. To this aim, we introduced a �plan revision step in the architecture of our
generator, after extending the Speaker/Hearer Modelling components and the
Domain Knowledge Base (DKB).

The Hearer Model is enriched with new features that formalise interests,
preferences and a few emotion types (fear, hope, admiration, reproach and grat-
itude). Information items in the DKB are labelled according to hypotheses about
relationships between the Hearer’s knowledge and those aspects of the Hearer’s
mental state that the Speaker (the doctor) intends to achieve. For instance:

– an item ?x whose knowledge may affect the patient’s capability to apply
correctly the suggested treatment plan for a drug ?y is labelled as ‘relevant-
for-correct-treatment’. The cognitive hypothesis, in this case, is that:

(KnowAbout H ?x) → Increases Val (KnowHow H (Take H ?y)).
An example of such an item is ‘drug intake intervals’.

– an item ?x whose knowledge may affect -either positively or negatively- the
patient’s intention to follow the suggested treatment, for instance to take
drug ?y, is labelled as ‘relevant-for-compliance’ and may take ‘favourable’
or ‘unfavourable’ values. The cognitive hypothesis, in this case, is that for
favourable items:

(KnowAbout H ?x) → Increases Val (Goal H (Take H ?y))
and for unfavourable items:

(KnowAbout H ?x) → Decreases Val (Goal H (Take H ?y)).
Relevant for compliance items are related to events that may affect goal-
based emotion categories: for instance, a ‘serious’ or ‘frequent’ side effect of



Affective Natural Language Generation 215

a drug will increase the risk of ‘feeling pain’, which raises the Hearer’s emo-
tion of ‘fear’. They may be related, as well, to acts that affect belief-based
emotion categories or compound emotions: for instance, believing that
the doctor ‘cares about the patient’s health state’ may affect the patient
‘gratitude’ towards the doctor [9].

In our affective natural language generator, plan revision algorithms are ac-
tivated by rule-based heuristics that specify when and how affect has to be
added in a text. Examples of rules aimed at, respectively, treating repetitions,
highlighting relevant subjects and reordering text spans are the following:

R1: IF the subtree ‘Explain negative effects of a drug’ includes unfavourable items with the
same value, AND the patient is fearful about pain, THEN aggregate these repetitions.

R2: IF at least one leaf of the plan tree is a ‘relevant-for-correct-treatment’ item AND the
patient is aged THEN substitute the ‘Request to perform treatment’ with a sentence

which introduces the most significant of them.

R3: IF the side effects mentioned in the plan tree are many AND most of them are serious,
THEN make sure that the administration details are mentioned before the side effects.

These rules are represented internally by an algorithm that explores the plan-
tree in a top-down way, and finds out, in order, whether reordering, highlighting
or treating repetition methods have to be applied.

The activated plan revision algorithms apply to the rhetorical structure of
the plan tree to produce a new plan tree in which the intended operation is
performed. These algorithms exploit several properties of the discourse tree, the
main of which is the concept of “most nuclear part” defined by the Rhetorical
Structure Theory [19], to guarantee that discourse coherence is preserved after
plan revision:

– The module for treating repetitions classifies the leaves in the subtree of
interest according to their role (nucleus or satellite) and to their value of
‘relevance-for-compliance’: a new subtree is then produced, in which topics
with ‘unfavourable’ characteristics are grouped, repetitions of these charac-
teristics are pruned out and the correct nuclearity or the discourse is restored.

– The module for highlighting relevant subjects, on the contrary, identifies
‘relevant-for-correct-treatment’ topics among the plan tree leaves, in order
to produce the minimal subtree that generates a summary sentence in which
these topics are mentioned. Such a subtree is subsequently grafted into the
original plan tree, in an appropriate position.

– Finally, the module for text spans’ reordering applies properties of exchange-
ability of satellites in mononuclear RRs and of nuclei in some multinuclear
RRs, to exchange the relative position of two text spans, by again insuring
a final, coherent tree.

Figure 5 shows an example of highlighting subtree (on the right) that was
extracted from the the part of the discourse plan that instructs on how to take a
specific drug (on the left). The ‘relevant-for-correct-treatment’ topics are, in this
example, the drug administration modalities (by mouth, with water); a ‘relevant-
for-compliance’ item (drug efficacy) is also included in the minimal subtree, to
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Fig. 5. Extraction of an highlighting subtree

increase the patient’s intention to take this drug (as in segment 2 of Doctor 2’s
text, in Fig. 1).

The plan revision algorithms, the hypotheses on which they are based and
the experiments which led to their design are described in detail in [6]. Exten-
sion of the affect-conveying techniques to the other phases of natural language
generation (planning and surface realization) is a work still in progress.

6 Conclusions

In this paper we argued for the need for more research about how affect can
be introduced in the automated natural language generation of explanatory and
advisory texts, and we sketched some ideas that may be useful in this respect.

Far from advocating a flouting of Grice’s maxims about natural language
communication [11], we believe that Affective Text Generation requires inter-
preting Gricean maxims in a “relaxed” and extended way. When Grice suggests
to “make your contribution as informative as required”, this should not be inter-
preted as “never repeat something the user already knows, desires or may infer”,
but as “avoid repeating more than what is really needed”. When he recommends
to avoid “ambiguity” or “obscurity of expression”, this should not be interpreted
as “be always fully sincere”, but as “avoid insincerity while not needed”,... and so
on. In this perspective, Grice maxims may be seen as default rules, and affective
texts as exceptions in their application.

As a final observation, our discussion concerned how the user’s emotions
can influence a computer system producing text. A completely different issue
concerns whether the computer system should show its own “emotions” in gen-
erating natural language. Studies have proven that, although conscious of being
interacting with a machine, humans have a clear perception of the computer sys-
tem’s personality [20,8]. On the other hand, it is still to be established whether
users would appreciate a computer system showing the same level of empathy a
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human being would show, and in fact studies produced some evidence that this
may not always be the case [4].
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