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Abstract. It is known that no algorithm can extract the minimal
depleting Σ-module from ontologies in expressive description log-
ics (DLs). Thus research has focused on algorithms that approximate
minimal depleting modules ‘from above’ by computing a depleting
module that is not necessarily minimal. The first contribution of this
paper is an implementation (AMEX) of such a depleting module ex-
traction algorithm for expressive acyclic DL ontologies that uses a
QBF solver for checking conservative extensions relativised to sin-
gleton interpretations. To evaluate AMEX and other module extrac-
tion algorithms we propose an algorithm approximating minimal de-
pleting modules ‘from below’ (which also uses a QBF solver). We
present experiments based on NCI (the National Cancer Institute
Thesaurus) that indicate that our lower approximation often coin-
cides with (or is very close to) the upper approximation computed
by AMEX, thus proving for the first time that an approximation al-
gorithm for minimal depleting modules can be almost optimal on a
large ontology. We use the same technique to evaluate locality-based
module extraction and a hybrid approach on NCI.

1 Introduction

Module extraction is the task of computing, given an ontology and a
signature Σ of interest, a subset (called module) of the ontology such
that for certain applications that use the signature Σ only, the original
ontology can be equivalently replaced by the module [16, 17, 15, 13].
In most applications of module extraction it is desirable to compute
a small (and, if possible, even minimal) module. In logic-based ap-
proaches to module extraction, the most robust and popular way to
define modules is via model-theoretic Σ-inseparability, where two
ontologies are called Σ-inseparable iff the Σ-reducts of their mod-
els coincide. Then, a Σ-module of an ontology is defined as a Σ-
inseparable subset of the ontology [8, 4]. It is often helpful and neces-
sary to refine this notion of Σ-module by considering self-contained
Σ-modules (modules that are inseparable from the ontology not only
w.r.t. Σ but also w.r.t. their own signature) and depleting Σ modules
(modules such that the remaining axioms in the ontology are insepa-
rable from the empty ontology w.r.t. Σ and the signature of the mod-
ule) [3, 11, 9]. Note that every depleting module is self-contained and
every self-contained module is a module. In all three cases it is often
not possible to compute Σ-modules: by results in [9, 12], for acyclic
ALC-TBoxes and general EL-TBoxes it is undecidable whether a
given subset of a TBox is a (self-contained, depleting) Σ-module.
The “maximal” description logics (DLs) for which efficient algo-
rithms computing minimal self-contained and depleting Σ-modules

have been developed are acyclic ELI [9] and DL-Lite [10, 11, 7].1

For this reason, for module extraction in ontologies given in ex-
pressive DLs one has to employ approximation algorithms: instead
of computing a minimal (self-contained, depleting) Σ-module, one
computes some (self-contained, depleting) Σ-module and the main
research problem is to minimise the size of the module (or, equiva-
lently, to approximate minimal modules). Currently, the most popu-
lar and successful approximation algorithm is based on locality and
computes the so-called >⊥∗-module [18] which is a (possibly not
minimal) depleting module. The size of >⊥∗-modules and the per-
formance of algorithms extracting >⊥∗-modules has been analysed
systematically and in great detail [18]. However, for expressive DLs
neither alternative implemented depleting module extraction algo-
rithms nor any lower approximation algorithms for depleting mod-
ules were available. So it remained open how large and significant the
difference between a >⊥∗-module and the minimal depleting mod-
ule is and in how far it is possible to improve upon the approximation
obtained by >⊥∗-modules.2

The aim of this paper is to start to fill this gap and investigate how
close one can approximate the ideal minimal depleting modules of
an ontology by a sound extraction algorithm. To this end, we present
algorithms and experiments that extract two approximations of de-
pleting minimal modules of an ontology:

• an upper approximation which is a depleting module that is pos-
sibly larger than the minimal one; and

• a lower approximation which is contained in the minimal deplet-
ing module but which is not guaranteed to be a depleting module.

Clearly, if the upper and lower approximation coincide (or are very
close to each other), then we know that the upper approximation co-
incides with (or comes very close to) the minimal depleting module.
In detail, the contribution of this paper is as follows.

1. For the upper approximation, we have extended, optimised,
and implemented the depleting module extraction algorithm
introduced in [9] for acyclic ALCQI-TBoxes. The imple-
mentation (called AMEX) covers repeated concept inclusions
(as present in NCI) and uses a QBF solver as an oracle.
AMEX is available from http://www.csc.liv.ac.uk/
~wgatens/software/amex.html.

1 For typical DL-Lite dialects, model-theoretic Σ-inseparability is decidable.
Experimental evaluations of module extraction algorithms are, however,
available only for language dependent notions of inseparability.

2 An implementation of semantic locality-based ∆∅∗-modules and a com-
parison between >⊥∗ and ∆∅∗-modules have been presented in [18];
however, the authors found no significant difference between the two ap-
proaches.



2. For the lower approximation, we introduce an algorithm that ex-
tracts the minimal 1-depleting Σ-module of an arbitraryALCQI-
TBox; that is, the minimal subsetM of an ontology T such that
T \M is inseparable on singleton interpretations from the empty
ontology w.r.t. Σ and the signature of the module. Again, the im-
plementation uses a QBF solver as an oracle.

3. Using NCI and minimal 1-depleting Σ-modules, we present the
first experimental evaluation of how close >⊥∗-modules, AMEX-
modules, and hybrid modules (that result from iterating both algo-
rithms) approximate the ‘real’ minimal depleting module.

Interestingly, QBF solvers have been used before in module extrac-
tion for DL-Lite [10, 11]. However, our application is completely
different from their application in [10, 11]. This paper extends the
workshop paper [5].

2 Preliminaries
We use standard notation from logic and description logic (DL), de-
tails can be found in [1]. In a DL, concepts are constructed from
countably infinite sets NC of concept names and NR of role names
using the concept constructors defined by the DL. For example,
ALCQI-concepts are built according to the rule
C ::= A | ¬C | ≥ n r.C | ≥ n r−.C | C uD,

where A ∈ NC, n is a natural number, and r ∈ NR. As usual, we
use the following abbreviations: ⊥ stands for A u ¬A, > denotes
¬⊥, ∃r.C denotes ≥ 1 r.C, ∀r.C denotes ¬∃ r.¬C, C tD denotes
¬(¬C u ¬D), ≤ n r.C denotes ¬(≥ (n+ 1) r.C), and (= n r.C)
stands for ((≥ n r.C) u (≤ n r.C)).

A general TBox T is a finite set of axioms, where an axiom can
be either a concept inclusion (CI) C v D or a concept equality (CE)
C ≡ D, where C and D are concepts. A general TBox T is acyclic
if all its axioms are of the form A v C or A ≡ C, where A ∈ NC,
no concept name occurs more than once on the left-hand side and
A 6≺+

T A, for any A ∈ NC, where ≺+
T is the transitive closure of the

relation≺T ⊆ NC× (NC∪NR) defined by settingA ≺T X iff there
exists an axiom of the form A v C or A ≡ C in T such that X
occurs in C.

The semantics of DLs is given by interpretations I = (∆I , ·I),
where the domain ∆I is a non-empty set and ·I is an interpretation
function that maps each A ∈ NC to a subset AI of ∆I and each
r ∈ NR to a binary relation rI ⊆ ∆I × ∆I . The function ·I is
inductively expanded to complex concepts C in the standard way
[1]. An interpretation I satisfies a CI C v D (written I |= C v D)
if CI ⊆ DI , it satisfies a CE C ≡ D (written I |= C ≡ D) if
CI = DI . I is a model of T if it satisfies all axioms in T .

A signature Σ is a finite subset of NC ∪ NR. The signature sig(C)
(sig(α), sig(T )) of a concept C (axiom α, TBox T , resp.) is the set
of concept and role names that occur in C (α, T , resp.). If sig(C) ⊆
Σ we call C a Σ-concept. The Σ-reduct I|Σ of an interpretation I
is obtained from I by setting ∆I|Σ = ∆I , and XI|Σ = XI for all
X ∈ Σ, and XI|Σ = ∅ for all X 6∈ Σ. Let T1 and T2 be TBoxes
and Σ a signature. Then T1 and T2 are Σ-inseparable, in symbols
T1 ≡Σ T2, if

{I|Σ | I |= T1} = {I|Σ | I |= T2}.

It is proved in [9] that TBoxes T1 and T2 are Σ-inseparable if, and
only if, T1 |= ϕ iff T2 |= ϕ holds for any second-order sentence
ϕ using symbols from Σ only. Thus, Σ-inseparable TBoxes are in-
distinguishable not only in applications using entailed CIs between
Σ-concepts but also in data access applications with data given in Σ.
We use Σ-inseparability to define modules.

Input: ALCQI-TBox T , Signature Σ
Output: MinimalM⊆ T s.t. T \M ≡1

Σ∪sig(M) ∅.

SetM := ∅ and apply exhaustively the following rule
(1-insep) If α ∈ T \M is a 1-separability causing axiom then

setM :=M∪ {α}

Figure 1. Minimal 1-depleting module extraction in ALCQI

Definition 1 LetM⊆ T be TBoxes and Σ a signature. ThenM is
a depleting Σ-module of T if T \M ≡Σ∪sig(M) ∅.

Every depleting moduleM of T is inseparable from T for its signa-
ture, that is, ifM is a depleting Σ-module of T then T ≡Σ∪sig(M)

M, and, in particular, T ≡Σ M. Thus, a TBox and its depleting
Σ-module can be equivalently replaced by each other in applications
which concern Σ only. Throughout this paper we use the fact that
minimal depleting Σ-modules of a TBox are uniquely determined
[11]. For further discussion of the advantages of depleting modules
we refer the reader to [3, 9]. Unfortunately, checking if a subsetM
of T is a depleting Σ-module of T for some given signature Σ is
undecidable already for general TBoxes formulated in EL and for
acyclic ALC-TBoxes [9, 12].

3 Lower Approximation: 1-Depleting Modules
We introduce a lower approximation of depleting Σ-modules and
give an algorithm extracting such approximations from arbitrary
ALCQI-TBoxes. The results of this section can be easily extended
to arbitrary first-order ontologies.

Assume that T1 and T2 are TBoxes and Σ a signature. Then T1

and T2 are 1-Σ-inseparable, in symbols T1 ≡1
Σ T2, if

{I|Σ | ]∆I = 1 and I |= T1} = {I|Σ | ]∆I = 1 and I |= T2}.
If T1 and T2 are Σ-inseparable, then they are 1-Σ-inseparable. The
following example shows that the converse does not hold.

Example 2 Let T be the following subset of NCI:
Thoracic Cavity v ∃has Location.Thorax
Pleural Tissue v ∀has Location.Thoracic Cavity

and let Σ = {Pleural Tissue, has Location}. Then one can show
that T ≡1

Σ ∅, but T 6≡Σ ∅.

In contrast to Σ-inseparability which is undecidable, 1-Σ-
inseparability can be decided by reduction to the validity of
quantified Boolean formulas (QBF). For simplicity, we consider
1-Σ-inseparability between the empty TBox and ALCQI-TBoxes.
Given T and Σ, take a propositional variable pA for each concept
name A ∈ Σ and a (distinct) propositional variable qX for each
symbol X ∈ sig(T ) \ Σ. Translate concepts D in the signature
sig(T ) into propositional formulas D† by setting

A† = pA, for all A ∈ Σ

A† = qA, for all A ∈ sig(T ) \ Σ

(D1 uD2)† = D†1 ∧D
†
2

(¬D)† = ¬D†

(≥ n r.D)† = (≥ n r−.D)† =


pr ∧D†, if n = 1 and

r ∈ Σ

qr ∧D†, if n = 1 and
r ∈ sig(T ) \ Σ

⊥, else

2



(1) Renal Pelvis and U v ∃partOf.K and U
(2) K and U Neoplasm ≡ U T Neoplasm u (∀hasSite.K and U)
(3) Malignt U T Neoplasm ≡ U T Neoplasm u (∀hasAbnCell.Malignt Cell)
(4) Benign U T Neoplasm ≡ U T Neoplasm u (∀excludesAbnCell.Malignt Cell)

Figure 2. TBox for Example 6

Now let T † =
∧

CvD∈T C
† → D† ∧

∧
C≡D∈T C

† ↔ D† and
let ~p denote the sequence of variables pA, A ∈ Σ, and ~q denote the
sequence of variables qX , X ∈ sig(T ) \ Σ.

Lemma 3 T ≡1
Σ ∅ iff the QBF ϕT := ∀~p∃~qT † is valid.

We define 1-depleting Σ-modules in the same way as depleting Σ-
modules except that 1-Σ-inseparability replaces inseparability:

Definition 4 LetM⊆ T be TBoxes and Σ a signature. ThenM is
a 1-depleting Σ-module of T if T \M ≡1

Σ∪sig(M) ∅.

Example 2 shows that there are acyclic ALC-TBoxes in which not
every 1-depleting Σ-module is a depleting Σ-module. Note, how-
ever, that using results from [9] one can prove that for acyclic ELI-
TBoxes 1-depleting Σ-modules coincide with depleting Σ-modules.

One can show that 1-Σ-inseparability is a monotone inseparabil-
ity relation with the replacement property, as defined in [11]. Thus,
it follows from [11] that for any TBox T and signature Σ there is a
unique minimal 1-Σ-depleting moduleM of T . Moreover, the min-
imal 1-depleting Σ-module of T is always contained in the unique
minimal depleting Σ-module of T . Thus, it is always a lower approx-
imation of the minimal depleting Σ-module of T .

Definition 4 can be used directly for a naïve minimal 1-depleting
module extraction algorithm which goes through all subsets of T
to identify a smallest possible M such that T \ M ≡1

Σ∪sig(M) ∅.
Instead, in our implementation we consider an approach based on
the notion of a 1-separability causing axiom. Call an α ∈ T \ M
1-separability causing if there exists aW ⊆ T \M such that

α ∈ W; (W \ {α}) ≡1
Σ∪sig(M) ∅; W 6≡1

Σ∪sig(M) ∅.
Clearly, if T \M 6≡1

Σ∪sig(M) ∅ then T \M contains a 1-separability
causing axiom. Now one can show the following

Theorem 5 Given an ALCQI-TBox T and signature Σ, the al-
gorithm in Figure 1 computes the unique minimal 1-depleting Σ-
module of T .

The algorithm is in polynomial time with each call to a QBF solver
treated as a constant time oracle call. To reduce the number of calls
to the QBF solver, the search for a 1-separability causing axiom can
be implemented as binary search. Hence, in the worst case one per-
forms log2(|T \M|) inseparability checks to locate a 1-separability
causing axiom.

Example 6 We apply the algorithm in Figure 1 to the fragment T of
NCI given in Figure 2 with Σ defined as Malignt U T Neoplasm,
K and U Neoplasm, and Renal Pelvis and U. Here ‘K’, ‘U’, and
‘T’ abbreviate ‘kidney’, ‘ureter’ and ‘tract’, respectively.

The search for 1-separability causing axioms first establishes that
T 6≡1

Σ ∅. An example showing this is I with ∆I = {d} such
that Renal Pelvis and UI = Malignt U T NeoplasmI = {d} and
K and U NeoplasmI = ∅. Then no J with J |Σ = I|Σ satisfies T .

Then the search splits T into two parts, T1 = {(1), (2)} and T2 =
{(3), (4)}. We have T1 ≡1

Σ ∅ and the algorithm ‘grows’ T1 with the
upper part of T2 to construct T3 = {(1), (2), (3)}. We have T3 6≡1

Σ ∅
and so the algorithm identifies (3) as a 1-separability causing axiom
and applies the rule (1-insep). It obtainsM = {(3)}.

The binary search proceeds with T \ M = {(1), (2), (4)} and
determines that T \ M 6≡1

Σ∪sig(M) ∅. Then it proceeds to identify
(2) as a 1-separability causing axiom and after applying the rule (1-
insep), sets M = {(2), (3)}. Finally, the algorithm proceeds with
T \ M = {(1), (4)} and identifies (1) as a 1-separability causing
axiom, soM is set to {(1), (2), (3)}.

The rule (1-insep) does not apply any further and the computation
finishes with the minimal 1-depleting moduleM = {(1), (2), (3)}.

4 Upper Approximations
In this section, we provide an upper approximation algorithm for de-
pleting Σ-modules in acyclic ALCQI-TBoxes that extends and op-
timises the algorithm presented in [9]. The algorithm is also based on
1-Σ-inseparability but uses an additional dependency check to ensure
that a depleting module is extracted. We also address the problem of
extracting depleting modules from ‘acyclic’ TBoxes with multiple
CIs for a single concept name and of combining depleting module
extraction algorithms.

Let T be an acyclic TBox and Σ a signature. We say that T has
a direct Σ-dependency if there exists {A,X} ⊆ Σ with A ≺+

T X;
otherwise we say that T has no direct Σ-dependencies. Although
one can construct TBoxes T and depleting Σ-modulesM of T such
that T \M contains direct Σ ∪ sig(M)-dependencies (see [9]), for
typical depleting Σ-modulesM, the set T \M should not contain
direct Σ∪sig(M)-dependencies because such dependencies indicate
a semantic link between two distinct symbols in Σ ∪ sig(M). We
show that Σ-inseparability reduces to 1-Σ-inseparability if one does
not have direct Σ-dependencies. In detail, let for an acyclic TBox T
and signature Σ

LhsΣ(T ) = {A ./ C ∈ T | A ∈ Σ or ∃X ∈ Σ (X ≺+
T A)}.

The following lemma is proved in [9] for acyclicALCI-TBoxes and
generalised here to acyclic ALCQI-TBoxes.

Lemma 7 Let T be an acyclic ALCQI-TBox. If T \ M has no
direct Σ ∪ sig(M)-dependencies, then the following conditions are
equivalent for everyW ⊆ T \M:

• W ≡Σ∪sig(M) ∅;
• LhsΣ∪sig(M)(W) ≡1

Σ∪sig(M) ∅.

The algorithm computing a depleting Σ-module of acyclicALCQI-
TBoxes is now given in Figure 3. In the algorithm, the extraction of
depleting Σ-modules is broken into the the rule (syn) that checks for
direct Σ ∪ sig(M)-dependencies and the rule (1-insep) from the al-
gorithm in Figure 1. It follows from Lemma 7 that if neither (syn) nor
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Input: Acyclic ALCQI TBox T , Signature Σ
Output: Minimal ModuleM s.t T \M ≡Σ∪sig(M) ∅ and

T \M has no direct Σ ∪ sig(M) dependencies.

SetM := ∅ and apply rules (syn) and (1-insep) exhaustively,
preferring rule (syn).
(syn) If an axiom A ./ C ∈ T \ M is such that A ∈ Σ ∪

sig(M)) and A ≺+
T \M X , for some X ∈ (Σ ∪ sig(M)),

then setM :=M∪ {A ./ C}
(1-insep) If an axiom A ./ C ∈ T \ M is a 1-separability

causing axiom then setM :=M∪ {A ./ C}

Figure 3. Module extraction in ALCQI

(1-insep) is applicable then T \M ≡Σ∪sig(M) ∅ and so the output
of the algorithm in Figure 3 is a depleting Σ-module. More precisely,
one can show the following characterisation of the extracted module:

Theorem 8 Given an acyclic ALCQI TBox T and signature Σ the
algorithm in Figure 3 computes the unique minimal depleting Σ-
module s.t. T \M contains no direct Σ ∪ sig(M)-dependencies.

The algorithm is again in polynomial time with each call to the QBF
solver being treated as a constant time oracle call. Note that the
minimality condition in the theorem means that for any M′ ⊆ T
such that T \ M′ has no direct Σ ∪ sig(M′)-dependencies and
T \M′ ≡Σ∪sig(M′) ∅ we haveM ⊆ M′. It is, however, still pos-
sible that there exists a M′′ ⊆ T with T \ M′′ ≡Σ∪sig(M′′) ∅,
M 6⊆ M′′ and such that T \ M′′ has some direct Σ ∪ sig(M′′)-
dependencies.

Example 9 (Example 6 continued) We apply the algorithm in Fig-
ure 3 to the same TBox and signature as in Example 6. The rule
(syn) is not applicable. Therefore, as in Example 6, an application
of the rule (1-insep) sets M = {(3)} and the rule (syn) imme-
diately adds axioms (1) and (2) to M. Neither (syn) nor (1-insep)
apply to T \ M = {(4)} and the computation concludes with
M = {(1), (2), (3)}. Thus, the computed depleting Σ-module of
T coincides with the minimal 1-depleting Σ-module of T and our
approximation is optimal.

Notice that axiom (4) is neither ∆- nor ∅-local for Σ ∪ sig(M)
and so the >⊥∗-module of T w.r.t. Σ coincides with T (see below
and [3] for definitions).

It is often the case (e.g., for the NCI Thesaurus) that a real-world
ontology satisfies all conditions for acyclic TBoxes with the excep-
tion that it contains multiple CIs of the form A v C1, . . . , A v Cn.
We call such TBoxes acyclic with repeated CIs and say that A is
a repeated concept name. Clearly, one can convert such a TBox
into an equivalent acyclic TBox by replacing the repeated CIs with
A v C1 u . . . u Cn. However, such an explicit conversion is an
unattractive solution for module extraction because if such an axiom
is added to a Σ-module the signature of the module now contains
every symbol in the definition of every repeated name increasing the
size of the resulting module considerably. The approach we take to
handle acyclic TBoxes with repeated CIs is to introduce fresh con-
cept names for different repeated occurrences of a concept name in
the left-hand side of concept CIs, extract modules from the resulting
acyclic TBox and then substitute away the added concept names.

Input: Acyclic ALCQI TBox T with repeated CIs,
Signature Σ

Output: A moduleM s.t T \M ≡Σ∪sig(M) ∅.
Let T ′ := {B ./ D ∈ T | B is not repeated}.
Let T A := {A′i v Ci | A v Ci ∈ T }∪{A v A′1u. . .uA′n},

for A repeated, A′1, . . . , A′n fresh.
LetM′ be depleting Σ-module of T ′ ∪

⋃
A is repeated T

A.
LetM be obtained fromM′ by dropping the added axioms of

the formA v A′1u . . .uA′n and replacing every occurrence
of the introduced symbols A′1, . . . , A′n with A.

Figure 4. Module extraction in ALCQI with repeated CIs

Theorem 10 Let T be an acyclic TBox with repeated CIs and Σ
a signature. Then M computed by the algorithm in Figure 4 is a
depleting Σ-module of T .

We close this section with a result about nested depleting modules
which is used in the next section to guarantee that combinations of
depleting module extraction algorithms extract a depleting module.

Theorem 11 Let M ⊆ M′ ⊆ T be TBoxes and Σ a signature
such that M′ is a depleting Σ-module of T and M is a depleting
Σ-module ofM′. ThenM is a depleting Σ-module of T .

5 Experiments and Evaluation
To evaluate how close depleting module extraction algorithms can
approximate minimal depleting modules we consider the following
three implementations of upper approximation algorithms for mini-
mal depleting module extraction:

• Our system AMEX that implements the algorithm in Figure 3 and
the refinement for acyclic TBoxes with repeated CIs. AMEX is
written in Java aided by the OWL-API library [6] for ontology
manipulation. The inseparability check was implemented using
the reduction to the validity of QBF (Lemma 3) and uses the QBF
solver sKizzo [2].

• >⊥∗ locality-based module extraction [3, 14] as implemented in
the OWL-API library version 3.2.4.1806 (called STAR-modules
for ease of pronunciation).

• A hybrid approach in which one iterates AMEX and STAR-
module extraction. This results in a depleting module contained
in both the AMEX and the STAR-module (Theorem 11).

For the lower approximation, we implemented the algorithm in Fig-
ure 1 to compute the minimal 1-depleting module. The inseparabil-
ity check was again implemented using the reduction to the valid-
ity of QBF and uses sKizzo. In our experiments we use the NCI
Thesaurus version 08.09d taken from the Bioportal [19] contain-
ing 98 752 TBox axioms among which 87 934 are CIs of the form
A v C and 10 366 are CEs of the form A ≡ C. In what follows,
NCI?(v) denotes the TBox consisting of all such CIs, NCI?(≡) de-
notes the TBox consisting of all such CEs, and NCI? denotes the
union of both. All three TBoxes are acyclic (with repeated CIs), so
AMEX can be applied to them. NCI? together with the rest of the
ontology (452 axioms) is called NCI and contains, in addition, role
inclusions, domain and range restrictions, and disjointness axioms.
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NCI?

100 3834.21 722.21 710.65 671.68 10 3887.17 972.68 960.44 960.39 3 3915.18 1013.23 1000.79 1000.70 4
250 5310.96 1721.28 1705.71 1705.61 4 5452.52 1882.65 1870.87 1870.83 4 5539.39 1924.77 1912.95 1912.89 5
500 6977.33 2725.74 2700.00 2699.96 2 7186.09 2933.90 2919.23 2919.15 3 7237.22 2987.75 2977.62 2977.58 2
750 8235.36 3573.97 3542.57 3542.49 2 8437.07 3801.24 3786.05 3786.01 2 8579.98 3902.12 3892.36 3892.26 4
1000 9273.62 4341.25 4305.41 4305.38 1 9525.81 4570.55 4553.91 4553.81 4 9542.00 4621.42 4612.19 4606.46 3

NCI? (v)
100 58.74 69.53 58.74 58.74 0 291.91 326.68 291.91 291.89 2 345.01 357.58 345.01 344.89 5
250 330.79 386.45 330.79 330.78 1 652.09 716.64 652.09 652.09 0 775.00 808.03 775.00 775.00 0
500 852.14 1007.20 852.14 852.14 0 1173.34 1274.27 1173.34 1173.34 0 1387.67 1444.68 1387.67 1387.67 0
750 1352.47 1571.46 1352.47 1352.47 0 1681.12 1816.79 1681.12 1681.12 0 1935.47 2009.62 1935.47 1935.47 0
100 1788.02 2046.62 1788.02 1788.02 0 2152.83 2315.19 2152.83 2152.83 0 2434.06 2519.63 2434.06 2434.06 0

NCI? (≡)
100 2760.96 310.25 310.25 309.21 122 2759.11 319.08 319.11 318.23 114 2782.54 318.79 318.79 317.73 130
250 3989.74 622.65 622.63 621.89 110 4000.93 623.38 623.25 622.50 104 3973.78 624.51 624.23 623.47 102
500 4994.77 1003.76 1003.75 1002.95 108 4983.10 1002.14 1002.04 1001.32 101 4986.77 999.87 999.87 999.08 101
750 5539.78 1310.33 1310.31 1309.38 124 5531.60 1313.51 1311.54 1310.67 90 5525.28 1307.71 1307.71 1306.85 106
1000 5886.91 1573.06 1573.14 1572.11 122 5901.34 1577.34 1572.14 1571.10 102 5903.37 1576.95 1571.18 1570.08 103

Figure 5. Modules of NCI? and its fragments

Most of NCI? (all but 4 588 axioms) are EL-inclusions. The non-
EL inclusions contain 7 806 occurrences of value restrictions. The
signature of NCI? contains 68 862 concept and 88 role names.

Experiments with NCI? and its Fragments. The results given in
Table 5 show the average sizes of the modules extracted by our four
algorithms from the TBoxes NCI?, NCI?(v), and NCI?(≡) over
200 random signatures for each signature size combination of 100
to 1000 concept names and 0%, 50%, and 100% of role names. In
addition, in each case we give the number of signatures (out of 200)
in which there is a difference between the hybrid module and the
minimal 1-depleting module. It can be seen that

• in NCI? and NCI?(v) the hybrid module almost always coincides
with the minimal 1-depleting module. Thus the hybrid module al-
most always coincides with the minimal depleting module.

• in NCI?(≡), the hybrid module coincides with the minimal 1-
depleting module (and therefore the minimal depleting module)
for approximately 50% of all signatures. Moreover, on average the
minimal 1-depleting module (and therefore the minimal depleting
module) is less than 0.3% smaller than the hybrid module.

• in all three TBoxes, hybrid modules are only slightly smaller than
AMEX-modules.

• in NCI?(≡), AMEX-modules are significantly smaller than
STAR-modules.

• in NCI?(v), STAR-modules are slightly smaller than AMEX
modules.

• in NCI?, AMEX-modules are still significantly smaller than
STAR-modules, but less so than in NCI?(≡).

The very different behaviour of AMEX-modules and STAR-
modules in NCI?(v) and NCI?(≡) can be explained as follows: it
is shown in [9] that for acyclic EL-TBoxes without CEs, AMEX-
modules and STAR-modules coincide. This is not the case for acyclic
ALCQI-TBoxes (there can be axioms in STAR-modules that are
not AMEX-modules and vice versa), but since the vast majority of
axioms in NCI?(v) are EL-inclusions one should not expect any
significant difference between the two types of modules. Thus, it
is exactly those acyclic TBoxes that contain many CEs for which

AMEX-modules are significantly smaller than STAR-modules (see
Example 6 for an illustration).

It would be interesting to know how often (and for which reason)
the minimal 1-depleting module is a depleting module (and thus co-
incides with the minimal depleting module). This is the case if the
hybrid module coincides with the minimal 1-depleting module. For
the remaining cases, we can currently only check this “by hand” (the
problem is undecidable). Among the modules extracted in the exper-
iments we found examples in which the minimal 1-depleting module
is not a depleting module (Example 2 is based on such a module) and
the hybrid module is identical to the minimal depleting module and
we found examples in which the minimal depleting module is iden-
tical to the minimal 1-depleting module and smaller than the hybrid
module. However, we were not able to determine a general pattern.

The experiments were carried out on a PC with an Intel i5 CPU
@ 3.30GHz with 2GB of Java heap space available to the program.
For AMEX the average time taken per extraction was just under 3s
and the maximum time taken was 15s. In 97% of all experiments the
QBF solver was called just once. In those cases the AMEX-modules
were computed purely syntactically and the QBF solver simply pro-
vided an assurance that the extracted axioms indeed constituted a
depleting module. In the remaining 3% of all AMEX extractions the
maximal number of 1-separability causing axioms recorded was 4
and the maximal number of QBF solver calls themselves was 73.

In the minimal 1-depleting module extraction case, we first ex-
tracted the hybrid module and then applied the algorithm in Figure 1.
The time for minimal 1-depleting module extraction varied consider-
ably over the input TBoxes: for NCI?(v) a single 1-depleting mod-
ule extraction took no more than 2 minutes, for NCI? and NCI?(≡) a
single 1-depleting module extraction took up to 30 minutes. This can
be attributed to the number of QBF checks: for NCI?(v) the maxi-
mum number of QBF checks needed in a single extraction was 5,052,
for NCI? 193,993, and for NCI?(≡) 433,564 checks were required.

Experiments with full NCI. We present preliminary experiments for
module extraction from full NCI. Note that AMEX cannot be directly
applied to full NCI since it is not acyclic. To tackle this problem and
apply AMEX to cyclic TBoxes one can split a general TBox T into
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100 5274.72 1905.86 1905.86 0 5409.98 2010.51 2010.51 0 5452.89 2079.85 2079.85 0
250 7306.66 3269.68 3269.68 0 7329.96 3329.10 3329.10 0 7360.41 3365.47 3365.47 0
500 9477.80 4833.99 4833.99 0 9575.15 4880.09 4880.09 0 9572.79 4920.82 4920.82 0
750 11044.98 6050.58 6050.58 0 11132.78 6105.77 6105.77 0 11121.40 6133.92 6133.92 0

1000 12393.10 7117.74 7117.74 0 12440.65 7165.53 7165.53 0 12455.42 7215.32 7215.32 0

Figure 6. Modules of NCI

two parts T1 and T2, where T1 is an acyclic TBox (and as large as
possible) and T2 := T \ T1. Then for any signature Σ it follows
from the robustness properties [8] of the inseparability relation that
if M is a depleting Σ ∪ sig(T2)-module of T1 (note that M can
be computed by AMEX), thenM∪ T2 is a depleting Σ-module of
T as well. Such a direct application of AMEX to general TBoxes
is unlikely to compute small modules when T2 is large. However,
the results below indicate that this approach is beneficial when iter-
ated with STAR-module extraction. By Theorem 11 and since both
AMEX and STAR extract depleting Σ-modules, given a signature Σ
and TBox T one can extract an AMEX module from the STAR mod-
ule (and vice versa) and it is guaranteed that the resulting module is
still a depleting Σ-module of T . In this way, one can repeatedly ex-
tract from the output of one extraction approach again a module using
the other approach until the sequence of modules becomes stable.

Preliminary experiments shown in Figure 6 are based on 200 sig-
natures for each concept signature size/role percentage combination
and compare the average size of modules extracted using STAR-
extraction, hybrid extraction, and 1-depleting module extraction.

The results are very similar to the results for NCI?. Hybrid mod-
ules are on average significantly smaller than STAR modules and
are often identical to the minimal 1-depleting module (and so the
minimal depleting module). In fact, in this case we found no hy-
brid module that does not coincide with the corresponding minimal
1-depleting module.

6 Conclusion

Using a new system, AMEX, for upper approximation and the first
algorithm for lower approximation of minimal depleting modules we
have shown that for the NCI Thesaurus one can compute efficiently
depleting modules that are consistently very close to the minimal de-
pleting module and often coincide with the latter. The experiments
also show that for TBoxes with many axioms of the form A ≡ C,
AMEX-modules can be significantly smaller than STAR-modules
and that a hybrid approach can lead to significantly smaller modules
than ‘pure’ STAR-modules.

This paper is only the first step towards a novel systematic eval-
uation of the quality of upper approximations of modules using
lower approximations. It would be of great interest to compute lower
approximations for a more comprehensive set of cyclic ontologies
and compare them with the upper approximations given by STAR-
modules and by the hybrid approach. We conjecture that for many
cyclic ontologies 1-depleting modules will still be a good lower ap-
proximation and can therefore provide a suitable tool to estimate
the difference between STAR/hybrid-modules and minimal deplet-
ing modules. For some ontologies, however, it will be necessary to
move to n-depleting modules (based on inseparability for interpre-

tations of size at most n) with n > 1. These modules can still be
extracted by using QBF solvers and exactly the same algorithm; the
cost is much higher, though, since the length of the encoding into a
QBF is exponential in n.
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A Proofs
In this section we provide proofs for results which are not a direct
consequence of previously published results in [9].
Lemma 3 T ≡1

Σ ∅ iff the QBF ϕT := ∀~p∃~qT † is valid.

Proof Recall the definition of the translation ·†:
A† = pA, for all A ∈ Σ

A† = qA, for all A ∈ sig(T ) \ Σ

(D1 uD2)† = D†1 ∧D
†
2

(¬D)† = ¬D†

(≥ n r.D)† = (≥ n r−.D)† =


pr ∧D†, if n = 1 and

r ∈ Σ

qr ∧D†, if n = 1 and
r ∈ sig(T ) \ Σ

⊥, else

Suppose that T ≡1
Σ ∅. We show that φT is valid. Consider an ar-

bitrary assignment I of truth values to propositions in ~p. We have to
show that there exists an assignment J of truth values to the propo-
sitions in ~q such that the propositional formula T † is true under the
assignment I ∪ J . Define a singleton interpretation I as follows:

• ∆I = {d},
• AI = {d} if I assigns true to pA and AI = ∅ if I assigns false

to pA, for A ∈ Σ.
• rI = {(d, d)} if I assigns true to pr and rI = ∅ if I assigns false

to pr , for r ∈ Σ.

As T ≡1
Σ ∅ there exists an interpretation J such that J |Σ = I|Σ

and J |= T . We define J by setting

• J assigns true to qA if d ∈ AJ and J assigns false to qA if d 6∈
AJ , for A ∈ sig(T ) \ Σ.

• J assigns true to qr if (d, d) ∈ rJ and J assigns false to qr if
(d, d) 6∈ rJ , for r ∈ sig(T ) \ Σ.

It follows from J |= T that T † is true under the assignment I ∪ J .

Conversely, assume that φT is valid. We show that T ≡1
Σ ∅. Con-

sider an arbitrary interpretation I with domain ∆I = {d}. We have
to show that there exists a model J of T such that J |Σ = I|Σ.
Define a truth assignment I for the propositions in ~p as follows:

• for A ∈ Σ, I assigns true to pA if d ∈ AI and I assigns false to
pA if d 6∈ AJ .

• for r ∈ Σ, I assigns true to pr if (d, d) ∈ rI and I assigns false
to pr if (d, d) 6∈ rI .

Since φT is valid, there exists a truth assignment J for the proposi-
tions in ~q such that T † is true under I ∪ J . Define an extension J of
I as follows:

• for A ∈ sig(T ) \ Σ, AJ = {d} if J assigns true to qA and
AJ = ∅ if J assigns false to qA.

• for A ∈ sig(T ) \ Σ, rJ = {(d, d)} if J assigns true to qr and
rJ = ∅ if J assigns false to qr .

It can be shown that J is a model of T such that J |Σ = I|Σ.

We now analyse the algorithm given in Figure 3. The algorithm in
Figure 1 can be analysed similarly.
Theorem 8 Given an acyclic ALCQI TBox T and signature Σ
the algorithm in Figure 3 computes the unique minimal depleting Σ-
module s.t. T \ M contains no direct Σ ∪ sig(M)-dependencies.
The algorithm is in polynomial time with each call to the QBF solver
being treated as a constant time oracle call.

Input: TBox T and Σ.
Output: Minimal ModuleM s.t T \M ≡Σ∪sig(M) ∅ and

T \M has no direct Σ ∪ sig(M) dependencies.

M := ∅;
W := ∅;
1. while (T \M) 6=W do
2. choose α ∈ (T \M) \W
3. W :=W ∪ {α}
4. ifW contains a direct (Σ ∪ sig(M))-dependency or
5. W 6≡

(Σ∪sig(M))
∅

6. then
7. M :=M∪ {α}
8. W := ∅
9. endif

10. end while
11. returnM

Figure 7. Depleting ALC(Q)I module extraction algorithm from [9].

Proof It has been proved in [9] that given an acyclicALCI TBox T
and signature Σ the algorithm given in Figure 7 computes the unique
minimal depleting Σ-module of T such that T \M contains no di-
rect Σ∪ sig(M)-dependencies. The proof carries over to the case of
ALCQI in a straightforward way, that is, given an acyclic ALCQI
TBox T and signature Σ the algorithm given in Figure 7 computes
the unique minimal depleting Σ-module of T such that T \M con-
tains no direct Σ ∪ sig(M)-dependencies.

Since the output of the algorithm is uniquely determined, the out-
put does not depend on the selection strategy in line 2 of the algo-
rithm in Figure 7. One can use this fact to prove that the algorithm in
Figure 7 and Figure 3 return the same value.

As for the running time bound, we assume w.l.o.g. that |Σ| ≤ |T |.
Then the total number of rule applications does not exceed |T |.
Checking if syn is applicable can be performed by simple reacha-
bility analysis in O(|T |) time and checking if the 1-insep rule is ap-
plicable can also be done in O(|T |) as follows: starting withW = ∅
add axioms from T \ M to W one by one while checking that
W ≡Σ∪sig(M) ∅. The axiom for which the condition is violated
is separability causing. Thus, the algorithm runs in O(|T |2) in the
worst case (assuming that each call to the QBF solver is treated as a
constant time oracle call).

The search for separability causing axioms can be optimised to
run in O(log2 |T |) time as shown in Figure 8. We first consider T \
M itself as W . If T \ M ≡Σ∪sig(M) ∅ then T \ M contains no
separability causing axioms. Otherwise, we considerW to be equal
to the top half of T \M (we treat T \M as an ordered set). We then
check if W ≡Σ∪sig(M) ∅ and, if this is the case, we grow W from
the bottom and if not, we half it again, etc.

Theorem 10 Let T be an acyclic TBox with repeated CIs and Σ
a signature. Then M computed by the algorithm in Figure 4 is a
depleting Σ-module of T .

Proof Let T ′ be the set of non-repeated CIs in T . For a repeated A
let A v C1,. . . , A v Cn, for n > 1, be all CIs in T with A on the
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left hand side. Then

T A = {A v A′1 u . . . uA′n} ∪
n⋃

i=1

{A′i v Ci},

where A′1, . . . , A′n are fresh concept names (not occurring in T ).
For

T ∗ = T ′ ∪
⋃

A is repeated
T A

letM′ be the minimal depleting Σ-module of T ∗ such that T ∗ \M′
has no direct Σ ∪ sig(M′) dependencies. We require the following
observation.

Claim: IfA v A′1u . . .uA′n /∈M′, then for everyA′i v Ci ∈ T A

we have A′i v Ci /∈M′.

For a proof by contradiction, assume that the claim does not hold.
Then there is some i ≥ 1 such that A′i v Ci ∈ M′. Consider
M′′ = M′ \ {A′i v Ci}. Then neither A v A′1 u . . . u A′n nor
A′i v Ci belong toM′′, so A′i /∈ Σ ∪ sig(M′′).

T ∗\M′′ either has a direct Σ∪sig(M′′) dependency orM′′ is not
a depleting Σ-module of T ∗. Assume first that T ∗ \M′′ has a direct
Σ∪ sig(M′′) dependency. Then for some X ∈ Σ∪ sig(M′′) either
X ≺+

T ∗\M′ A
′
i or A′i ≺+

T ∗\M′ X . In either case T ∗ \ M′ has a
direct Σ∪sig(M′)-dependency and we have derived a contradiction.

Now assume thatM′′ is not a depleting Σ-module of T ∗. Let I
be an interpretation such that there does not exist an modelJ of T ∗\
M′′ with J |Σ∪sig(M′′) = I|Σ∪sig(M′′). Consider the interpretation
I′ defined as follows:

• ∆I
′

= ∆I ;
• XI

′
= XI , for every symbol X 6= A′i;

• A′i
I′

= ∅.

Since M′ is a depleting Σ-module of T ∗ there exists a model J
of T ∗ \ M′ such that I′|Σ∪sig(M′) = J |Σ∪sig(M′). Since A′i ∈
sig(M′) we have A′i

J
= ∅. But then J is a model of T ∗ \M′′ and

since A′i /∈ Σ ∪ sig(M′′), we have J |Σ∪sig(M′′) = I|Σ∪sig(M′′),
and we have derived a contradiction. This finishes the proof of the
claim.

Let M be obtained from M′ by dropping the added axioms
of the form A v A′1 u . . . u A′n and replacing every occur-
rence of the introduced symbols A′1, . . . , A′n with A. To show that
T \ M ≡Σ∪sig(M) ∅, let I be an arbitrary interpretation. We need
to demonstrate that there exists a model J of T \ M such that
I|Σ∪sig(M) = J |Σ∪sig(M).

Define a new interpretation I′ by setting

• ∆I
′

= ∆I ;
• XI

′
= XI , for every symbol X ∈ Σ ∪ sig(T );

• A′i
I′

= AI for every A′i in an added axiom of the form A v
A′1 u . . . A′n.

AsM′ is a depleting Σ-module of T ∗, there exists an interpretation
J such that J |Σ∪sig(M′) = I′|Σ∪sig(M′) and J |= T ∗ \ M′. We
show that J |= T \M also holds.

As T ′ is the set of non-repeated CIs, we have T ′ \M = T ′ \M′
and so J |= T ′ \M. Suppose for some repeated A v Ci ∈ T \M
we have J 6|= A v Ci. By definition of M we have A′i v Ci ∈
T ∗ \M′.

Input: TBox T , subsetM∈ T and signature Σ such that
T \ M contains no direct Σ ∪ sig(M)-dependencies and
T \M 6≡Σ∪sig(M) ∅
Output: Separability causing axiom α

W = lastAdded = topHalf (LhsΣ∪sig(M)(T \M))
lastRemoved = bottomHalf (LhsΣ∪sig(M)(T \M))
1. while lastAdded 6= ∅ do
2. ifW ≡Σ∪sig(M) ∅ then
3. lastAdded = topHalf (lastRemoved)
4. W =W ∪ lastAdded
5. lastRemoved = lastRemoved \ lastAdded
6. else
7. lastRemoved = bottomHalf (lastAdded)
8. W =W \ lastRemoved
9. lastAdded = lastAdded \ lastRemoved

10. end if
11. end while
12. return the last axiom ofW

Figure 8. Finding 1-separability causing axiom

We make a case distinction on whether or not A v A′1 u . . . u
A′n ∈ M′. Suppose that A v A′1 u . . . u A′n ∈ M′. Then
{A,A′1, . . . , A′n} ⊆ sig(M′) so A′i

J
= A′i

I′
= AI

′
= AJ . Thus

J 6|= A′i v Ci contradicting the assumption that J is a model of
T ∗ \M′.

Suppose that A v A′1 u . . . u A′n /∈ M′. Then both A v A′1 u
. . . u A′n ∈ T ∗ \ M′ and A′i v Ci ∈ T ∗ \ M′ but J 6|= A v
A′1u. . .uA′n orJ 6|= A′i v Ci sinceJ 6|= A v Ci. We have derived
a contradiction to the assumption that J is a model of T ∗ \M′.

We have shown that J |= T \ M. By the claim above we have
sig(M) ⊆ sig(M′) and so J |Σ∪sig(M) = I|Σ∪sig(M), as required.

We illustrate Theorem 10 with an example.

Example 12 Consider an acyclic EL TBox with repeated CIs

T = {A v B,A v C,B v C}

and signature Σ = {A,B}. First, notice that if we (logically equiva-
lently) rewrite T as an acyclic EL TBox

Tacyc = {A v B u C,B v C}

then the minimal depleting Σ-module of Tacyc is Tacyc itself
On the other hand, consider T ′ = {B v C} and

T A = {A v A′1 uA′2} ∪ {A′1 v B} ∪ {A′2 v C}.

Then the minimal depleting Σ-module of T ′ ∪ T A is

M′ = {A v A′1 uA′2, A′1 v B}

and, by Theorem 10, M = {A v B} is a depleting Σ-module
of T . In fact, it is straightforward to check that {A v C,B v
C} ≡Σ∪sig(M) ∅ and that M is the minimal depleting Σ-module
of T .
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Theorem 11 Let M ⊆ M′ ⊆ T be TBoxes and Σ a signature
such that M′ is a depleting Σ-module of T and M is a depleting
Σ-module ofM′. ThenM is a depleting Σ-module of T .

Proof Assume thatM ⊆ M′ ⊆ T and Σ is a signature such that
M′ is a depleting Σ-module of T andM is a depleting Σ-module
of M′ To prove that M is a depleting Σ-module of T , consider
an interpretation I. We have to show that there exists a model J
of T \ M such that J |Σ∪sig(M) = I|Σ∪sig(M). As M is a de-
pleting Σ-module ofM′, there exists an interpretation J ′ such that
J ′|Σ∪sig(M) = I|Σ∪sig(M) and J ′ |= (M′ \ M). Similarly, as
M′ is a depleting Σ-module of T , there exists an interpretation J
such that J |Σ∪sig(M′) = J ′|Σ∪sig(M′) and J |= (T \ M′). As
sig(M) ⊆ sig(M′) ⊆ sig(T ) we have J |Σ∪sig(M) = I|Σ∪sig(M)

and J |= (M′ \ M). But then J |= ((T \ M) and so J is as
required.
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