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Abstract

In handwritten text recognition, compared to human, computers are far short of linguistic context
knowledge, especially domain-matched knowledge. In this paper, we present a novel retrieval-based
method to obtain an adaptive language model for offline recognition of unconstrained handwritten
Chinese texts. The content of handwritten texts to be recognized is varied and usually unknown
a priori. Therefore we adopt a two-pass recognition strategy. In the first pass, we utilize a com-
mon language model to obtain initial recognition results, which are used to retrieve the related
contents from Internet. In the content retrieval, we evaluate different types of semantic representa-
tion from BERT output and the traditional TF-IDF representation. Then, we dynamically generate
an adaptive language model from these related contents, which will consequently be combined with
the common language model and applied in the second-pass recognition. We evaluate the proposed
method on two benchmark unconstrained handwriting datasets, namely CASIA-HWDB and ICDAR-
2013. Experimental results show that the proposed retrieval-based language model adaptation yields
improvements in recognition performance, despite the reduced Internet contents hereby employed.

Keywords: Recognition, Handwritten Chinese Text Recognition, Internet Content, Information Retrieval,
Language Model Adaptation
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1 Introduction

Documents comprising handwritten or printed

characters are one of the most popular tools for

our communication and archiving [1]. To dig-

itize these documents, optical character recog-

nition (OCR) has been widely researched and

applied [1, 2]. Solid progress has been made in

many areas, e.g. from isolated character recogni-

tion to character string recognition, from printed

character recognition to unconstrained handwrit-

ing recognition, and from documents with clear

background to scene text recognition with com-

plex background. While related tasks are getting

more and more complicated, recent advancement

in OCR has lead to great success in real applica-

tions. Chinese handwriting recognition has been

an important branch of OCR since 1970s [3,

4]. Powered by deep learning, handwritten iso-

lated Chinese character recognition has achieved

tremendous advance [4, 5, 6, 7, 8]. Remarkably, the

reported accuracy rate can even be higher than

that of human recognition: 97.64% was reported

in [7] whilst human only get the accuracy of

96.13%. Nevertheless, automated unconstrained

handwritten Chinese text recognition still remains

unsatisfactory and actually far behind human

recognition, since human can effectively lever-

age sufficient linguistic context knowledge [4, 5,

6, 9, 10]. Concretely, there are huge challenges

in automated unconstrained handwritten Chi-

nese text recognition including the low-quality

of text images, flexible handwriting styles, and

unusual topics with possible specific terminologies,

and shortage of linguistic context. Figure 1 illus-

trates one example from the benchmark dataset of

CASIA-HWDB with the cursive handwriting style

and specific terminologies, where the airport name

‘白’ (white) is often incorrectly recognized as ‘自’

(self).

Fig. 1: Example of a handwritten cursive Chinese
text page where the airport name is often incor-
rectly recognized.

Generally, handwritten Chinese text recogni-

tion (HCTR) is a sequence pattern recognition

problem, which can be translated to searching for

the optimal path in a complicated candidate lat-

tice by over-segmentation under certain path eval-

uation criterion [9, 10]. Inspired by how humans

read texts, handwritten text recognition usually
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utilizes language models to represent linguistic

context knowledge, which characterizes the statis-

tical dependency between characters and assigns

the prior probability of a sequence of characters.

Unfortunately, in lack of sufficient linguistic con-

text knowledge, current automated methods are

still far away from humans’ ability, thus limiting

the ceil point especially for HCTR.

Language models (LMs) play a very impor-

tant role in HCTR. There are a fast-growing body

of methods which have explored how to apply

LMs in HCTR recently [9, 13, 14]. In some liter-

ature, LM is merely exploited as post-processing

for correcting recognition errors [23, 24]. Despite

its simplicity and plug-and-play property, such

practice may actually limit LM’s full play in the

learning process. Instead, as indicated in many

investigations, LM needs be seamlessly integrated

in the path search so that the learning process can

be well guided to the optimum [9, 22].

On the other hand, there are sufficient and

diverse contents on Internet, where linguistic con-

text might be mined. Indeed, Internet contents

have been exploited in many fields, e.g. never-

ending machine learning [15, 16], image recogni-

tion [17], speech recognition [18], postcards recog-

nition [19], and scene text recognition [20, 21].

However, to the best of our knowledge, all of

these works either directly utilize the contents

or simply correct the recognized result as post-

processing. There have rare studies investigating

how to integrate Internet contents with LM for

HCTR.

However, if the domain of LM does not match

the handwritten texts to be recognized, its effect

could be limited. In fact, one can usually observe

such phenomenon, since characters or words usu-

ally enjoy various statistics in the text corpus

of different domains [26]. To deal with this mis-

match problem, language model adaption has

been widely investigated. This is particularly the

case in unsupervised adaptation where no prior

information exists about the domain of hand-

written texts [14]. In [14], a large text corpus

was collected with different domains downloaded

from the Internet in advance. A set of LMs were

then trained for those pre-defined domains. How-

ever, these LMs are unchanged for all handwritten

texts, which is not flexible.

In this paper, we propose a method to dynami-

cally retrieve the related content from Internet for

HCTR, then train an adaptive LM from this con-

tent, which is integrated in the whole recognition

process. For the retrieval of the related content,

we adopt the Transformer-based language model

BERT [58], which maps each word to a semantic

space with the context information. Since we do

not have any prior information for the handwrit-

ten texts to be recognized, we utilize a two-pass

recognition strategy. In the first-pass recognition,

we apply a common language model to get an

initial text result. We then retrieve the related



154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204

Springer Nature 2021 LATEX template

4 Article Title

contents based on this transcription and build

a domain-matched N -gram model, which will be

integrated with the common LM in the second-

pass recognition. The retrieval of the related

contents is based on a criterion that measures

the similarity between the recognized text and

contents from the Internet corpus.

The rest of this paper is organized as follows:

Section 2 reviews some related work on handwrit-

ing recognition and language models; Section 3

gives an overview of our HCTR system; Section 4

describes in details the proposed retrieval-based

language model; Section 5 presents the experimen-

tal results, and Section 6 concludes this paper with

final remarks.

2 Related works

In the context of retrieval-based handwritten Chi-

nese text recognition from internet contents, much

work has contributed to the related issues, includ-

ing internet-based pattern recognition, language

model, and handwritten Chinese text recognition.

In the following, we will give an overview of these

previous work.

2.1 Internet-based pattern

recognition

An LM is generally developed using a text cor-

pus of millions or even billions of sentences, so

crawling sources of online text data is a simple

way for building LMs. Given the popularization of

the Internet in recent decades, some researchers

have considered to utilize the idea of web search

on Internet contents to improve the performance

of pattern recognition tasks. These methods can

be roughly categorized into three groups accord-

ing to how they utilize the Internet: (i) collecting

and labelling the data set, (ii) training the classi-

fier, and (iii) integrating in the recognition system

directly. In the first category, people have used the

Internet to work on the data set cooperatively. For

example, Russel et al. designed a web-based tool

for Image annotation [27], and the famous large-

scale ImageNet image dataset was collected and

labelled using Internet crowdsourcing [28, 29]. The

second category of methods utilizes the Internet to

get a large set of related data, which is then used

to train the classifier. Fergus et al. [17] automat-

ically learned the categories of objects from the

images retrieved on Google, and Hankz et al. [30]

utilized Internet contents in the transfer learn-

ing between different domains for action-model

learning. The last category is to use the Internet

content as the linguistic context in the recognition.

For example, Nishizaki et al. [18] utilized Internet

content to correct the errors in the post-processing

of speech recognition, Chen et al. [31] applied

Internet content to language model adaptation,

and White law et al. [32] explored Internet content

for spell checking and autocorrection. All of these
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work has promoted the development of pattern

recognition, and improved the performance.

In the area of OCR, much work has also been

reported on exploring Internet content to improve

recognition performance, and most of these work

used the idea of the aforementioned third cate-

gory. Clemens et al. [19] utilized Internet content

to verify and correct text recognition for post-

cards. Bassil et al. [33] applied the autocorrection

function of Google in the post-processing of OCR.

Donoser et al. [20, 21] re-scored candidate charac-

ters based on the Internet retrieval results in scene

text recognition, where the authors assumed that

the web search results of correct recognition text

were many more than those of the wrong results.

However, all of these work only leveraged the

Internet contents in the post-processing of OCR

instead of being integrated in the whole recog-

nition process. Recently, Oprean et al. [34, 35]

utilized the contents of Wikepedia to construct the

dictionary dynamically to overcome the Out-of-

Vocabulary (OOV) issue in handwritten English

word recognition, and successfully extended it to

the handwritten English text recognition using a

deep learning framework [36].

2.2 Language model

LMs have been widely used in speech recogni-

tion, handwriting recognition, and machine trans-

lation [25, 37]. The N -gram model is the most

popular LM in handwriting recognition, which

characterizes the statistical dependency between

the neighbour N characters or words [9, 22, 23,

24, 38, 39]. However, the N -gram model usually

has two issues: zero-probability for the unseen N -

gram sequences (though various smoothing meth-

ods have been proposed) and the local context

limit (considering the moderate model size and

decoding time where n is usually 2 or 3). In

recent decades, the neural network based language

model was developed, quickly to overcome the

zero-probability issue due to the distributed rep-

resentation of all words [40, 41, 42, 43, 44]. Some

of these models have been successfully applied in

the HCTR [10]. For the issue of local context limit,

many topic model based language models have

been proposed [45, 46, 47], and Xie et al. [48]

developed an implicit LM to integrate the global

linguistic context in the online HCTR.

Language model adaptation (LMA) is an

important technique used to adapt a common

language model to match the domain of each

recognition task, which can be categorized into

supervised LMA and unsupervised LMA [26].

Supervised LMA assumes that the domain of the

recognition task is known in advance. Therefore, a

large set of related texts can be obtained to train

a domain-matched LM [49]. However, the domain

information is usually unknown a priori, which

requires unsupervised LMA. The basic idea is to

use a common LM to get an initial recognition

result, which is then used to either search related
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text to train an adaptive LM [31] or learn the

weights to combine various LMs to get a balanced

LM [50]. Most work on LMA has been conducted

in speech recognition and natural language pro-

cessing (NLP), while there are few examples where

LMA has been used for HCTR. Recently, our

previous work [14] has investigated three unsuper-

vised LMA methods based on a pre-defined LM

set, validating the effectiveness of LMA in HCTR.

2.3 Handwritten Chinese text

recognition

HCTR has attracted lots of attention since

two databases (HIT-MW [51] and CASIA-

HWDB [12]) were released and two competitions

were organized at ICDAR 2011 [5] and ICDAR

2013 [52]. HCTR has achieved great progress

in recent years [9, 10, 38, 39, 48, 53, 54, 63,

64]. The approaches adopted can be divided

into two categories: over-segmentation based and

segmentation-free.

In the over-segmentation based approaches,

the text line is over-segmented into a sequence of

primitive segments, each corresponding to a char-

acter or a part of a character. Then a candidate

segmentation-recognition lattice is constructed by

combining neighboring segments to be recognized

via the character classifier, where each candi-

date path represents one segmentation-recognition

result. This approach can take advantage of the

character shape and overlapping characteristic to

better separate the characters at their boundaries.

Most reported HCTR work has been based on this

framework [9, 10, 38, 39]. However, a high recall

over-segmentation algorithm is usually necessary,

which might be however difficult for touching

characters [55]. To improve the recall of segmenta-

tion, Wu et al. [10] proposed an over-segmentation

algorithm based on the convolutional neural net-

work (CNN). To avoid difficulties of finding exact

boundaries in character-level annotation, Wang

et al. [11] proposed a weakly supervised learn-

ing method to optimize the character classifier

by string-level training such that strong annota-

tion is not required. The recent works [62, 63]

formulated the character segmentation as a char-

acter detection based on a fully convolutional

network, which demonstrated great potentials for

the segmentation-based HCTR.

The segmentation-free approach is also called

the implicit segmentation approach1, which first

uses the technique of a sliding window to split a

text image into a sequence, then uses the Hid-

den Markov Model (HMM) or Recurrent Neural

Networks (RNN) based models with Connectionist

temporal classification (CTC) or attention strate-

gies to get the recognition result. Most reported

work of English text recognition is based on

this approach [56]. Su et al. [53] was the first

1Accordingly, the over-segmentation is also called as explicit
segmentation.
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to apply this approach to HCTR, and Wang et

al. [54] estimated the observation probability by

using a deep CNN model instead of the Gaussian

mixture model (GMM). Recently, deep neural net-

work based approaches have been widely used in

the segmentation-free recognition, namely, RNN,

especially Long-Short Term Memory (LSTM) and

Bidirectional LSTM. The work in [57] proposed a

multi-dimensional LSTM and CTC framework for

end-to-end HCTR. Addtionally, the work reported

in [48] utilized the fully connected RNN model

for the online text recognition. Wang et al. [64]

further proposed a writer-aware CNN based on

parsimonious HMM to address the issues of large

vocabulary and diversity of writing styles in offline

HCTR. Under the powerful seq-to-seq frame-

work, the segmentation-free approach has shown

the great progress in the HCTR. However, this

approach is usually difficult to obtain the charac-

ter boundary information.

3 System overview

In this paper, we design the over-segmentation

based framework of [11] as the baseline recognition

system, then propose to integrate a retrieval-based

language model to improve the recognition per-

formance. As the text to recognize is usually not

known in advance, we adopt the two-pass recog-

nition strategy. In the first-pass, we utilize the

baseline system to obtain an initial recognition

result, which will be used to search the related

contents from an Internet corpus and build a

retrieval-based language model integrated in the

path search as shown in the dashed-line box in

Figure 2.

In the general over-segmentation based sys-

tem, we usually regard the text recognition prob-

lem as searching the optimal path in a candidate

lattice. In the following sections, we will describe

the lattice generation and path search, respec-

tively. Further details are provided in the following

two sections.

Fig. 2: System diagram for handwritten Chinese
text recognition with the retrieval-based language
model.

3.1 Lattice generation

Given an input text line image, we first over-

segment it to a sequence of primitive segments

(corresponding to a character or a part of a char-

acter), then combine several consecutive segments

to form a candidate character pattern. Finally, we
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engage a pre-trained CNN-based character classi-

fier to output the top K character classes for each

character pattern. By combining all the candidate

character patterns and the corresponding charac-

ter classes, we obtain a candidate segmentation-

recognition lattice, where each path represents a

candidate recognition result. Since we focus on

the language model in this paper, we will omit

an exhaustive description of the lattice generation

and refer readers to the work [10].

3.2 Path search

Once the candidate lattice is generated, our target

is to find the optimal path under a path evalua-

tion function. The lattice is very complicated as

it contains the uncertainties of both segmentation

and recognition. Therefore, it is not possible to

utilize the exhaustive search method. To improve

the efficiency, we adopt the refined beam search

algorithm [9], where the beam width is the same

as the setting in the baseline work [9].

In the path evaluation function, we consider

both the character recognition score and the lin-

guistic context score as shown in Eqn. 1, where

the weight λLM is used to balance two scores,

L = Lchar + λLM · LLM. (1)

In our system, the character recognition score

Lchar is calculated by a deep CNN on the corre-

sponding character pattern as shown in Eqn. 2,

where the coefficient wi represents the normal-

ized character width to overcome the bias issue of

the short-length path [10]. In our framework, we

refer to the same CNN structure in the baseline

work [10, 11].

Lchar = −wi · log[CNN(·)]. (2)

In the evaluation function, the LM plays an impor-

tant role to provide the linguistic context informa-

tion, and we utilize the popular N -gram model as

shown in Eqn. 3.

LLM = − log[Ngram(·)]. (3)

Once we obtain the scores of both character recog-

nition and language model, we aim to minimize

the total function value to get the optimal path in

the lattice.

4 Retrieval-based language

model

In general, one common LM is used to evaluate

the linguistic context expressed by Eqn. 1, how-

ever, if this LM does not match the document

to be recognized, it may give a wrong score. To

overcome this issue, we consider integrating an

adaptive language model in Eqn. 1, which is con-

structed from the texts matched to the document

to be recognized.
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As the document to be recognized is variable,

we first utilize the information retrieval tech-

niques to obtain the matched texts from a large

corpus (e.g., Internet resources), then learn an

LM from these retrieved texts. This is called a

retrieval-based language model. Finally, we inte-

grate the loss function of the retrieval-based

language model, LrLM, into the path evaluate

function to obtain a more accurate score with a

balanced weight λrLM as shown in Eqn. 4:

L = Lchar + λLM · LLM + λrLM · LrLM. (4)

In information retrieval, the similarity metric

plays an important role, and we adopt the widely

used Cosine similarity as shown in Eqn. 5:

cos θ =
u · v

∥u∥∥v∥
. (5)

In the above, the symbols u and v denote the

vector representation of query document (i.e., the

document to be recognized) and retrieved content

in the prepared corpus, respectively. In the follow-

ing, we will describe two methods to obtain the

vector representation of a document in our system.

4.1 TF-IDF based content retrieval

The first approach to generate vectors for doc-

uments is based on the Term Frequency-Inverse

Document Frequency (TF-IDF). TF-IDF is a tech-

nique for vectorizing documents based on the Bag

of words (BoW) model. It measures how impor-

tant a term is within a document relative to a

collection of documents. Term Frequency (TF)

measures how frequently a term occurs in a docu-

ment. It is the ratio of the number of times a term

w appear in the document to the document length

(total number of terms in the document):

TF(w) =
Nw

N
, (6)

where Nw represents the number of times for the

item w in a document, and N represents the total

number of terms in the document. Inverse Data

Frequency (IDF) measures how important a term

is. It is defined as the log of the ratio of total

number of documents in a collection to number of

documents that contain a particular word:

IDF(w) = log(
D

Dw
), (7)

where the variable D represents the total number

of documents in the corpus, and the variable Dw

represents the number of documents that contain

w. As a result, it weighs down the frequent terms

and scales up the rare ones. Finally the TF-IDF

value is the product of TF and IDF:

TF-IDF(w) = TF(w) · IDF(w), (8)

To obtain the vector representation of a document,

we first segment all documents in the corpus into
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word levels using the Jieba toolkit2 with a dic-

tionary, then calculate the TF-IDF value of each

word in the dictionary for each document (if the

word does not show in this document, we set the

TF-IDF value as zero), and finally we concatenate

all TF-IDF values to be the vector of each docu-

ment (i.e., the dimension of each vector is the size

of the dictionary).

4.2 BERT based content retrieval

In our system, we also utilize the BERT model [58]

to extract the vector of each document. BERT is a

method for pre-training language representations,

which is able to capture the contextual informa-

tion of each word. For NLP tasks like semantic

textual similarity (STS), BERT has achieved new

state-of-the-art performance.

In our experiment, we adopt the pre-trained

Bert-Base-Chinese model3, which contains 12 lay-

ers with 68 hidden states for each layer. We first

segment each document into tokens using the

BERT tokenizer as the input of the multi-layer

Transformer, then obtain the document vector by

four different methods. Specifically, BE stands for

Bert-based embedding, and these four methods

are (1) BE1: the representation of [CLS] of the

last layer; (2) BE2: the average of the sequence

of token vectors from the last layer; (3) BE3: the

average of the sequence of token vectors from the

2https://pypi.org/project/jieba/
3https://github.com/google-research/bert

second last layer; (4) BE4: the average of the

sequence of token vectors from the last two layers.

4.3 Language model construction

After retrieving the top-N related news articles,

the SRI Language Modeling Toolkit (SRILM) [59]

is utilized to build the retrieval-based language

model. SRILM can provide frequency counts for

N -grams after processing the related news corpus.

It is expected that some phrases, terminologies,

and names of places or celebrities can be bet-

ter recognized with the dynamically generated

retrieval-based language model. For example, if

the document is related to tennis, then in the

small Internet corpus, tennis-related terminologies

and names of famous players may appear multi-

ple times, increasing their possibility to be chosen

during the search algorithm.

4.4 Additional improvements on

HCTR

In addition to the retrieval-based model, we also

implemented two extra improvements for HCTR.

Concatenating Adjacent Lines. Since the

text line image is recognized one by one, the char-

acter at the beginning and the end of a line is

recognized without context information from its

adjacent lines in the same document. As a result,

the language model has incomplete stencils at the

beginning and the end of a text line, which will
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lead to less accurate recognition. A simple idea is

to concatenate two adjacent text lines for recog-

nition. Thus, both previous and current text lines

can benefit from it.

Adjusting Weights of Punctuation

Marks. It is observed that some punctuation

marks are often incorrectly recognized, and some-

times their neighboring Chinese characters are

affected and not correctly recognized as well. This

is partially because that some punctuation marks,

such as commas and enumeration commas, are

relatively simple shapes and resemble the strokes

of Chinese characters. The framework may con-

fuse them with some of the over-segmented parts

of a Chinese character, or vice versa. For these

scenarios, we proposed to adjust the weight for

the loss function of the language model such that

the importance of the context over the shape of

the character pattern can be modified accord-

ingly. When the top candidate character pattern

belongs to a certain punctuation mark, the weight

of the language model will be scaled by a factor

of αmark,

λLM = αmark · λLM. (9)

5 Experiments

5.1 Dataset and experimental

setting

In this paper, we evaluate the proposed method

on two benchmark Chinese handwriting recogni-

tion datasets: CASIA-HWDB [12] and ICDAR-

2013 competition dataset [6]. The CASIA-HWDB

database contains both isolated characters and

unconstrained handwritten texts, where the train-

ing set contains 3,118,447 isolated character sam-

ples of 7,356 classes and 4076 pages of handwritten

pages (including 41,781 textline samples). We

tested our system on the test set containing 1,015

pages (including 10,449 textline samples). The

dataset ICDAR-2013 contains 300 pages (includ-

ing 3,432 textline samples) for testing only.

The values of the hyper-parameters in this

paper are set by following the baseline system,

which make a trade-off between the accuracy and

efficiency [10]. Specifically, we set the maximum

number of concatenated segments as 4 (e.g., a

character pattern can contain at most 4 segments)

in the candidate lattice generation, and the candi-

date number of character classification as 20 (i.e.,

the top 20 character classes with the high classifi-

cation scores). In the path search, we set the beam

width as 10. The common language model LLM

is a character-level 2-gram language model, and

the weight λLM is set as 0.1 by the trial-and-error

method.
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For the retrieval-based language model, we

take the top 200 documents for each recognized

document from the retrieval in the Internet cor-

pus. For each document to be recognized, the arti-

cles that have similar content are selected from a

large Internet corpus from Sogou 4 which consists

of more than 70,000 news articles. The selection

is based on the sentence similarity and the top-N

most related news articles that are stored to form a

small Internet corpus. In Eqn. 4, we set the weight

λrLM as 0.05 by the trial-and-error method.

Furthermore, we concatenate two adjacent

text lines during the path search to add the lin-

guistic context for the beginning characters. In

addition, we adjust the language model weight

λLM on the punctuation marks as they have weak

linguistic context. Both tricks are effective for the

improvement of the recognition performance.

We evaluate the recognition performance in

terms of two character-level metrics, i.e., Correct

Rate (CR) and Accurate Rate (AR):

CR =
Nt −Nde −Nse

Nt
, (10)

AR =
Nt −Nde −Nse −Nie

Nt
. (11)

In the above equations, Nt is the total number

of characters in the transcript of test documents.

The numbers of substitution errors Nse, deletion

errors Nde and insertion errors Nie are calculated

4http://www.sogou.com/labs/resource/list news.php

by aligning the recognition result string with the

transcript using dynamic programming.

5.2 Experimental results

For the evaluation, we mainly evaluate the effec-

tiveness of the proposed retrieval-based language

model on the benchmark datasets of both CASIA-

HWDB and ICDAR-2013, and the results are

shown in Tables 1 and 2, respectively. In our base-

line recognition system, we only use a common

language model (i.e., character bi-gram) as shown

in the first row of each table. In the retrieval-based

language model, we also utilize the character bi-

gram and take top 200 relevant texts retrieved by

the TF-IDF method. The last line in each table

shows the proposed method with the proposed

two further improvement tricks (i.e., concatenat-

ing adjacent lines and adjusting language model

weights on punctuation marks).

As shown in Tables 1 and 2, we can see that

the performance of only using the retrieved-based

model decreases significantly in comparison to

the baseline recognition. The reason is that the

retrieved-based model is only built on a small

size of related contents, resulting in serious spar-

sity in the N -grams. However, we can see that

the recognition performance is increased by the

combination of the common language model and

retrieval-based model. Since the retrieval-based

model can provide complimentary linguistic infor-

mation from the relevant contents, it increases
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Table 1: Comparison of different models on CASIA-HWDB. (The bold values indicate the highest
performance)

Experiment CR(%) AR(%) Ch(%) Sb(%) Dg(%) Lt(%)

Common LM 94.85 94.09 96.79 85.01 89.20 60.37
Retrieval LM 92.70 90.78 94.96 81.65 83.06 62.92
Common + Retrieval LM 94.86 94.16 96.78 84.72 90.93 67.07
Common + Retrieval LM+Improvements 94.91 94.25 96.85 84.78 91.15 67.43

Table 2: Comparison of different models on ICDAR-2013. (The bold values indicate the highest
performance)

Experiment CR(%) AR(%) Ch(%) Sb(%) Dg(%) Lt(%)

Common LM 94.28 93.28 96.19 81.90 85.30 42.79
Retrieval LM 90.65 87.87 92.85 76.63 80.16 45.15
Common+Retrieval LM 94.68 93.79 96.50 82.55 87.64 47.04
Common+Retrieval LM+Improvements 94.87 94.00 96.57 83.92 88.15 48.46

the potential that characters or phrases that often

appear in certain fields are recognized correctly.

Based on this, we also implemented two further

improvement tricks and found they increase the

recognition accuracy to the CR 94.91% and the

AR 94.25% on CASIA-HWDB, the CR 94.87%

and the AR 94.00% on ICDAR-2013. In sum-

mary, we can see that both CR and AR values are

improved by using the retrieval-based model, con-

necting two adjacent textlines and adjusting the

language model weights of punctuation marks.

Fig. 3: An example of recognition with/without
the retrieval-based language model. The first row
is the text line image; the second row is the tran-
script (ground-truth); the third row is the result
without the retrieval-based language model; the
last row is result with the retrieval-based language
model.

Fig. 4: An example of recognition with/without
adjusted weights for punctuation marks. The first
row is the text line image; the second row is the
transcript (ground-truth); the third row is the
result without adjusted weights for punctuation
marks; the last row is result with adjusted weights
for punctuation marks.

In order to demonstrate the effectiveness of the

proposed method intuitively, we show some recog-

nition examples in Figures 3, 4 and 5. In Figure 3,

we show that the airport name is recognized cor-

rectly after the retrieval-based language model is

integrated. The possible reason is that this air-

port name frequently appeared in the retrieved

corpus, which increases the estimation of language

model. As shown in Figure 4, the recognition was

improved by adjusting the language model weight
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Fig. 5: An example of recognition with/without
concatenating adjacent lines. The first two rows
are two adjacent text line images; the third row is
the transcript (ground-truth) for the second text
line image; the fourth row is the result for the
second text line image without concatenating two
adjacent lines; the last row is result for the second
text line image with concatenating two adjacent
lines.

for punctuation marks, where the original recog-

nition is misclassified by a comma. In Figure 5, we

show one example of recognition by concatenating

adjacent lines. We can see that the character at

the beginning of the current line is misrecognized

to ‘住’ due to the high similarity to that char-

acter image, which is corrected by concatenating

the previous line recognition as the last character

provides more contexts for this correction.

Taking the paragraph in Figure 3 as an exam-

ple, we examined how many the retrieved news are

related to the target text. As shown in Table 3,

158 out of the top 200 retrieved news hit the tar-

get of air transportation, while the remaining 42

news also had strong overlapping with air trans-

portation. In 19 sports news and 4 entertainment

news, sports teams and celebrities encountering

flight delay are often reported. It can be expected

that news of other types of transportation may

also be retrieved such as railway/road/boat trans-

portation. The 6 social news are mainly using air

Table 3: Statiscts on the top 200 news retrieved
for a paragraph related to air transportation.

Theme Number of news

Air transportation 158
Sports 19
Other transportation 13
Entertainment 4
Society 6

transportation for natural disaster rescue. The air-

port name is widely used in these retrieved texts,

that’s why the recognition error in the Figure 3 is

corrected by adding this retrival LM.

5.3 Comparison of different

Bert-based embedding

Four different approaches to represent the docu-

ment vector were compared:BE1,BE2,BE3 and

BE4. As shown in Tables 4 and 5, we can see that

the performance of BE1 was the worst because

[CLS] token appears at the start of the text for

classification tasks, and [CLS] token embedding

does not convey much semantic information as a

sentence representation. On the other hand, the

difference of performance among BE2, BE3 and

BE4 was negligible, and the reason is that the size

of the news corpus is not large enough. As a con-

sequence, we adopt BE2 to obtain the document

embedding in the following experiments.
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Table 4: Comparison of different Bert-based
embedding on CASIA-HWDB.

Experiment CR(%) AR(%)

BE1 94.82 94.15
BE2 94.89 94.24
BE3 94.89 94.23
BE4 94.89 94.23

Table 5: Comparison of different Bert-based
embedding on ICDAR-2013.

Experiment CR(%) AR(%)

BE1 94.74 93.88
BE2 94.85 93.99
BE3 94.86 94.01
BE4 94.86 94.01

5.4 Comparison of different

retrieval-based models

In this section, we evaluate different patterns in

the retrieval-based language model, including two

retrieval methods and different orders of N -gram

models. The results are shown in Table 6. By

comparison of different N -gram models, we can

see that the 2-gram model performs the worst

for both the TF-IDF and the BERT retrieval

methods on both datasets, due to capturing very

short contexts. After increasing to the 3-gram

model, the accuracy is increased considerably,

especially on the ICDAR-2013 dataset, where the

AR is increased from 94.00% to 94.18%, and from

93.99% to 94.18% for TF-IDF and BERT meth-

ods respectively. However, the 4-gram model does

not boost the accuracy further because the num-

ber of retrieved text is very limited and leads to

very sparse 4-gram items. In other words, most of

the 4-gram context scores will be learned by the

back-off to the 3-gram estimation [59]. Comparing

TF-IDF with BERT, we find that their perfor-

mance is very similar on the ICDAR-2013 dataset,

and note only a little improvement by BERT for

the 3-gram model on CASIA-HWDB. The possi-

ble reason is that our query (i.e., transcript from

the first-pass recognition) is not reliable due to

some recognition errors.

5.5 Comparison with existing

methods

Table 7 shows the comparison of existing meth-

ods and ours on the ICDAR-2013 dataset. In

ours apporach, we apply common LM, retrival

LM and the two additional improvements (see

Sec.4.4). For the language model, we utilize a

5-gram Common LM and 4-gram Retrieval LM.

As the number of retrieved text is very limited

leading to very sparse 4-gram (or higher order)

items, it is not necessary to utilize higher order

LM (see Sec.5.4). For the character model, we

apply a VGG-style CNN model which is the same

as the baseline system [10, 11]. As shown in

Sec. 3, we adopt the recognition system of [11] as

the baseline, which is a weakly supervised learn-

ing method with only transcript level annotation

under the over-segmentation framework. From the

table, we can oberve that our method achieves a

much higher accuracy than the baseline work [11],
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Table 6: Results of different retrieval-based models on CASIA-HWDB and ICDAR-2013.

Retrival methods N-gram
CASIA-HWDB ICDAR-2013

CR(%) AR(%) CR(%) AR(%)

TF-IDF 2-gram 94.91 94.28 94.87 94.00
3-gram 94.93 94.27 95.02 94.18
4-gram 94.92 94.26 95.03 94.19

BERT 2-gram 94.89 94.24 94.85 93.99
3-gram 94.95 94.29 95.02 94.18
4-gram 94.94 94.28 95.02 94.18

Table 7: Comparison with existing methods on
the ICDAR-2013 dataset.

Methods CR(%) AR(%)

Wang et al. [60] 95.53 94.02
Wu et al. [10] 96.32 96.20
Xie et al. [61] 96.70 96.22
Peng et al. [62] 95.51 94.88
Wang et al. [11] 95.73 95.11
Peng et al. [63] 97.32 96.79
Ours (Common+Retrieval LM
+Improvements) 96.13 95.48

which demonstrates the effectiveness of the pro-

posed retrieval-based language model adaptation.

By comparison with the other methods, our per-

formance is even competitive to the accuracy

in the work [10]. Note that [10] adopted the

same over-segmentation based recognition frame-

work, but optimized the recognition model under

strong supervision with character-level annota-

tion and elaborately integrated geometric context

models. Although the recent work [63] optimized

the model under the segmentation-free framework

with transcript level annotation only, it utilized a

large set of synthetic data to boost the accuracy.

6 Conclusion

In this paper, we proposed a retrieval-based lan-

guage model for handwritten Chinese text recogni-

tion, which obtains the adaptive linguistic context

during the recognition. Since the document to

be recognized is unknown a priori, we engaged

a two-pass recognition strategy. In the first-pass

recognition, we take a common language model to

recognize the document to output an initial tran-

script, which was used to retrieve related contents

from a large text corpus. For the retrieval method,

we evaluated both TF-IDF and four BERT-based

embedding methods in our experiments. Finally,

we built an adaptive language model from the

retrieved contents, and combined with a common

language model in the second-pass recognition to

obtain the final transcript. We evaluated the pro-

posed method on two benchmark datasets, and the

extensive experimental results demonstrated the

effectiveness of the proposed retrieval-based lan-

guage model. In the future, we will consider an

online Internet-based retrieval method to obtain
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the related common sense knowledge to build the

adaptive language model.
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[40] Yoshua Bengio, Réjean Ducharme, Pascal

Vincent, Christian Jauvin. A Neural Proba-

bilistic Language Model. Journal of Machine

Learning Research, vol. 3, pp. 1137–1155,

2003.

[41] T. Mikolov, M. Karafiat, L. Burget, J. H.

Cernocky, S. Khudanpur. Recurrent neural

network based language model. Interspeech

2010, 11th Annual Conference of the Inter-

national Speech Communication Association,

pp. 1045-1048, 2010.

[42] Yann N. Dauphin, Angela Fan, Michael

Auli, David Grangier. Language Modeling

with Gated Convolutional Networks. arXiv

preprint arXiv:1612.08083v3, 2017.
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