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Abstract. Literature Knowledge Graphs play a critical role in help-
ing domain experts carry out query resolution for finding relevant ar-
ticles in published literature. Such knowledge graphs are usually in the
form of Curated Document Databases (CDDs). Domain Experts and re-
searchers typically query such literature knowledge graphs using some
form of query-resolution mechanism. Machine learning techniques can
be used to automate query-resolution. This paper presents a document
query-resolution mechanism, given a query and set of documents in a
knowledge graph, based on a hybrid word embedding that combines
knowledge graph embeddings with “traditional” embeddings. A query-
document data set extracted from a clinical trials CDD (the ORRCA
CDD) was used. Three “traditional” word embeddings were considered:
CBOW, BERT and SciBERT. The evaluation demonstrated that hybrid
embeddings produced better results than when the embedding models
were used in isolation. A best Mean Average Precision of 0.486 was ob-
tained when using a CBOW and random walk knowledge graph hybrid
embedding.
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1 Introduction

The number of published papers in the scientific domain has increased year-
on-year. As a consequence researchers find it increasingly cumbersome to find
relevant literature. Researchers typically find relevant publications using a query-
resolution mechanism directed at some document repository such as Google
Scholar or PubMed. The query resolution process can be made more effective
if a more domain specific document repository is used. The fundamental idea
underpinning query-resolution is that, given a search query, potential documents
matched to the query can be ranked according to how well they match the query
and the top k documents returned because these are considered to be the most
relevant to the query. This requires that the query and documents are represented
in a way that facilitates matching. The most common approach is to use some
form of word embedding. A word embedding is a learned text representation
whereby each word or phrase in a document or query is represented by a numer-
ical vector. A document embedding for each document in document repository



(CDD) can then be generated by averaging the individual word embeddings. A
query embedding can be generated in a similar manner.

The query-resolution process can be made even more effective if the docu-
ment repository (CDD) is encapsulated in the form of a literature knowledge
graph, as opposed to the traditional relational database typically adopted, be-
cause knowledge graphs impose a structure on the data that avoids the need for
exhaustive searching when responding to queries.

One example of a CDD represented as a literature knowledge graph is the
Online Resource for Recruitment research in Clinical trials1. The ORRCA CDD
was developed to bring together scientific literature focused on the topic of clin-
ical trials. There are various techniques, based on word embeddings, to support
query-resolution using literature knowledge graphs. Some recent examples can
be found in [3, 4, 28]. However, these examples all used “traditional” embeddings.

Recently, many word embedding methods based on deep learning neural net-
works have been used for query and document representation so as to facilitate
the effective scoring of documents with respect to query resolution [2, 9]. Exam-
ples include: (i) Continuous Bag of Words (CBOW) [7] (ii) Bidirectional Encoder
Representations from Transformers (BERT) embedding [9] (iii) Sci-BERT em-
bedding [2]. However, when applied to literature knowledge graph represented
CDDs these embedding techniques ignore the “knowledge” that is inherently
available as a consequence of the knowledge graph structure.

The central hypothesis that the work presented in this paper seeks to address
is that query resolution can be made more effective if a hybrid embedding is used
whereby an established word embedding is combined with a literature knowledge
graph embedding [1, 14, 22]. More specifically a random walk knowledge graph
embedding generated by conducting a random walk over a literature knowledge
graph is advocated, as suggested in [11][13][25]. Experiments were conducted
using three different “traditional” embeddings (CBOW, BERT and Sci-Bert)
combined with a random walk embedding; and when using these embeddings in
isolation.

The remainder of this paper is structured as follows. A literature review of
query-resolution mechanisms is first given in Section 2. Then, in Section 3, a re-
view of the proposed query resolution approach is given. Section 4 gives a review
of Random Walk Knowledge Graph Embeddings. The conducted evaluation of
the approach is reported on in Section 5. The paper is concluded in Section 6
with the main findings.

2 Literature Review

The work presented in this paper is directed at a hybrid embedding approach,
where two embedding are used to represent documents stored in a literature
knowledge graph and user queries directed at that graph. The idea is to combine

1 https://www.orrca.org.uk/



a graph embedding, that captures the information within a literature knowl-
edge graph, and a more traditional word embedding. Word embeddings are typ-
ically generated using a deep learning embedding model [24, 10]. However, to
train an embedding model requires a large amount of data and consequently
significant processing power, which means that the generation of a dedicated
embedding model for a specific application domain, including the clinical trails
domain considered in this paper, is not a viable option. The solution is the
adoption/adaptation of an existing embedding model. There are many embed-
ding models that have been reported on in the literature and three are consid-
ered in this paper: (i) CBOW, (ii) BERT and (iii) Sci-BERT. Word embedding
can be categorised as being either: (i) contextual or (ii) non-contextual. Non-
contextualized word embeddings do not take into account the surrounding word
context of a word whereas a contextualized embedding does. CBOW embeddings
are an example of the first. BERT and Sci-BERT embedding are examples of
the second. All of these word embedding models can be used in the context of
transfer learning. Further detail concerning non-contextualized embeddings are
presented in Sub-section 2.1, whilst contextualized embedding models are con-
sidered in Sub-section 2.2. The section is concluded, in Sub-section 2.3, with a
discussion concerning existing work on knowledge graph embedding models.

2.1 Non-Contextualized Embedding Models - CBOW

Non-contextualized embedding models do not consider an individual word’s
context within a document. A popular class of such embedding model is the
Word2Vec model. The input to Word2Vec is a word and the output is an em-
bedding. Some examples of Word2Vec models are the Continuous Bag Of Words
(CBOW) model and the Skip-gram model [7]. The biggest benefit of using these
techniques is that they can be used at scale, in real world settings, without re-
quiring a significant amount of time to tune to a specific domain of interest (not
the case when using contextualized embedding models like BERT). For the work
presented in this paper the CBOW model was considered because it is exemplar
of a non-contextualized embedding model and because of the good performance
reported in the literature [29]. CBOW is trained by considering each word in
each document in sequence using a sliding window and produces an embedding
for each input word. Once training is complete the CBOW system is no longer
required. Examples of reported work where CBOW embeddings have been used
for query resolution can be found in [6, 12, 20].

2.2 Contextualized Embedding Models - BERT and SciBERT

Contextualized word embedding techniques are based on deep learning neural
networks. The benefit of using contextualized word embedding models is that
they take into account the surrounding context of a word. The difference between
contextualized and non-contextualized models can be explained by considering
the following two sentences:



The man was accused of robbing a bank.
The man went fishing by the bank of the river.

A non-contextualized embedding model would generate the same word embed-
ding for the word “bank” in both cases, whereas a contextualized embedding
system would generate different word embedding depending on the context of
the word “bank”. As noted above, the advantage of non-contextualized embed-
ding models over contextualized models is that they are easy to train and can
be easily deployed at scale. However, contextualized models can be shown to
produce embeddings that better reflect a given text [9, 27]. With respect to the
work presented in this paper, BERT and Sci-BERT were considered as exem-
plars of contextualized models. Sci-BERT is a variation of BERT directed at
scientific applications, and thus it was considered to be suited to the clinical
trials application domain used as a focus for the work presented in this paper.

2.3 Knowledge Graph Embedding Models

There are various algorithms for the generation of knowledge graph embeddings
used with respect to question answering and document/query representation
in document retrieval. Some of such well-known knowledge graph embedding
algorithms are Deep Walk [16], LINE [21] and Node2Vec [5]. With respect to
the work in this paper, Node2Vec was used because of its ease of use and it
being scalable for larger knowledge graphs as seen in recent literature [22, 26]. A
random walk consists of simulating a walk over a set of vertices in a knowledge
graph. The output of a random walk is a set of sentences that are then given as
an input to a natural language processing model like ‘bag of words” model or a
“skip gram” model. The most well-known work on knowledge graph embedding
models used particularly for document retrieval and ranking can also be found
in [13][11][18][19][25].

3 The Hybrid Query-resolution Approach

This section gives an overview of the proposed query-resolution approach to
literature knowledge graphs using a hybrid representation that combines a “tra-
ditional” embedding and a knowledge graph embedding. A schematic outlining
the proposed approach is presented in Figure 1. The input (top of the Figure)
is a query Q and a document collection D = {D1, D2, . . . Di}. The whole docu-
ment collection D is referenced by a knowledge graph. Each document Di ∈ D
consists of n terms such that Di = {d1, d2, . . . dn}. From Figure 1 it can be seen
that the proposed approach has four main stages.

Stage I: Pre-processing
Stage II: Generation of Word embeddings.
Stage III: Knowledge graph embedding and word embedding concatenation.
Stage IV: Measuring similarity between query embedding and document em-

beddings, and document ranking.



Fig. 1. Schematic of the adopted literature knowledge graph query resolution process.

During the first stage, Stage I, the input query Q and document collection D,
are pre-processed. The nature of the pre-processing depends on the nature on the
language model used. For the evaluation of the proposed approach, and as noted
earlier and indicated in the figure, three word embedding models were considered:
CBOW, BERT and Sci-BERT. The pre-processing for the CBOW model entails
punctuation and stop-word removal to give Q′ and D′. The Python Natural
language toolkit2 was used for stop word removal. The pre-processing for BERT
was conducted by the BERT default tokenizer which does all the required pre-
processing of the query Q and document collection D. BERT also adds special
“classification” (CLS) and “separating” sentence (SEP) tokens to the start and
end of each sentence during pre-processing. The pre-processing when using Sci-

2 https://www.nltk.org/



BERT embedding is similar to when using BERT embedding. The result of the
pre-processing, regardless of which embedding model was adopted, is a cleaned
version of Q and D, Q′ and D′ = {D′

1, D
′
2, . . . }.

During the second stage, Stage II, of the proposed query-resolution approach,
as shown in Figure 1, a selected language model is used to generate word embed-
dings for query Q′ and each document D′

i ∈ D′. Recall that a word embedding
is expressed as a numeric vector of a constant length.

The third stage, Stage III, of the proposed query-resolution mechanism, takes
the word embedding generated from the second stage, and concatenates the
generated word embedding with a random walk knowledge graph embedding.
The intuition here was that random walk knowledge graph embeddings when
combined with a “traditional” embedding, would provide additional informa-
tion leading to a better query resolution performance than would otherwise be
attained as suggested in [13, 23]. In Figure 1 the “traditional” embedding is re-
ferred to as the “left hand embedding” and the knowledge graph embedding
as the “right hand embedding”. The left-hand and right-hand embeddings are
concatenated to produce a new hybrid document embedding for the query and
each document in the literature knowledge graph. Further detail regarding the
generation of random walk literature knowledge graph embeddings is provided
in subsection 4 below.

The fourth stage of the proposed query-resolution mechanism takes the doc-
ument embeddings and query embedding from the third stage and determines
the similarity scores. For the evaluation presented later in this paper, and as
indicated in Figure 1, cosine similarity was used. Cosine similarity, is the cosine
of the angle between two vectors x and y calculated using Equation 1. Similarity
scores are generated for each document in the literature knowledge graph which
are then used to create a ranked list of documents from which the top k can be
selected. Experiments were conducted using k = 5 and k = 10 with consultation
from domain experts for the ORRCA database.

Scos(x, y) =
x.y

||x|| × ||y||
(1)

4 Random Walk Knowledge Graph Embedding

The random walk knowledge graph (right-hand) embedding was generated using
a random walk technique applied over a knowledge graph G. The basic idea of
random walk generation was presented in [17][5]. The advantage of concatenating
an embedding generated from random walk knowledge graph to a general word
embedding (such as CBOW, BERT, or Sci-BERT) is that the graph embedding
will capture the knowledge held in the literature graph which, it was conjectured,
would provide for a better word embedding. The proposed random algorithm
used a set of random walks (paths) over G, such that R = {R1, R2, ...}. Each
random walk Ri ∈ R is of the form [v1, v2, . . . , vrw], where vj is a concept vertex
in G and rw is the length of the walk. Note that no two values for vj are the same.
Each Ri ∈ R thus comprises a sequence of vertices representing concepts in a



knowledge graph. Each random walk across G can be referred to as a “sentence”.
This means that various kinds of NLP models, such as a “bag of words” model
or a “skip-gram” model [7] can be applied to the generated sentences from such
random walks. For the evaluation presented later in this paper, the Node2vec
Framework was used to simulate random walks over G and for the generation
of random walk embeddings. A value of rw = 3 was used for the experiments in
this paper because similar values have been used in the literature in the context
of the literature knowledge graph generated from ORRCA [15].

5 Evaluation

This section reports on the evaluation of the proposed hybrid query-resolution
mechanism. The objectives of the reported evaluation were:

– To compare the operation of CBOW, BERT and Sci-BERT embeddings when
combined with random walk knowledge embeddings and when used in isola-
tion.

– To identify an appropriate setting for k, the number of documents returned
(rank threshold). Experiments were conducted using k = 5 and k = 10.

For the random walk generation the number of random walks generated was set
to 100 as such a value has been used in the literature as well [11]. This was
because it represented an appropriate trade off between the execution time re-
quired to generate the knowledge graph random walk embeddings and coverage.
Note that considerable computational resource is required to generate random
walks. The ORRCA query-document [8] data set was used, which comprised 45
search queries.

The evaluation metrics used were Mean Average Precision (MAP) at k, for
k = 5 and k = 10, calculated as shown in Equation 2. This metric was used
because the data set did not have a ground truth ranking, hence metrics like
Normalized Cumulative Gain (NDCG) could not be used. In Equation 2: (i) k
is the rank threshold, (ii) Q is an evaluation query data set and (iii) apjk is
Average Precision at rank k for query j ∈ Q calculated as shown in Equation
4. In Equation 4: (i) pji is the ranked precision for query j at rank i. (i) pji is
defined as the ranked precision for query j at rank i. (ii)m is equal to the number
of relevant documents retrieved. Ranked precision is defined as the fraction of
relevant documents for a query qj retrieved from the total number of documents
retrieved at (up to) rank i. Ranked precision is calculated as shown in Equation
3, where: (i) tpji is the number of “true positives” at rank i (the number of
documents that should have been retrieved in response to a query j, and were
retrieved up to rank i), and (ii) fpji is the number of “false positives” at rank i
(the number of documents that should not have been retrieved in response to a
query qj , but were retrieved up to rank i).

MAP (k) =
1

|Q|

j=|Q|∑
j=1

apjk (2) pji =
tpji

tpji + fpji
=

(
relevant

retrieved

)
(3)



apj,k =
1

m

i=k∑
i=1

pji (4)

The MAP results obtained are presented in Table 1; the best results are
highlighted in bold font. From the Table, it can be seen that the hybrid CBOW
and random walk knowledge graph embedding produced the best results. The
suggested reason for this was that the CBOW model vocabulary was best suited
to the ORRCA application domain. The results obtained when using CBOW,
BERT and SciBERT in isolation seems to support this suggestion. The experi-
ments where each of the embedding models were used in isolation also demon-
strated that the knowledge graph random walk embedding performed well; thus
supporting the conjecture that knowledge graph random walk embedding pro-
vides beneficial additional knowledge, which in turn increases the effectiveness
of the proposed query resolution approach.

Table 1. MAP@k Table for BERT, SciBERT and CBOW when combined with Ran-
dom Walk embeddings, and when used in isolation

Embedding Model MAP@5 MAP@10

CBOW and KG embeddings 0.486 0.313

BERT and KG embedding 0.420 0.256

SciBERT and KG embedding 0.414 0.252

SciBERT only embedding 0.393 0.186

BERT only embedding 0.409 0.256

CBOW only embedding 0.433 0.259

Random Walk KG only embedding 0.458 0.271

Inspection of Table 1 also indicates that better results were obtained using k = 10
than k = 5 in that better results were returned. Tables 2 to 4 present the AP@k
results obtained using: CBOW and random walk embeddings and CBOW used
in isolation, BERT and random walk embeddings and BERT used in isolation,
SciBERT and random walk embeddings and SciBERT used in isolation. The
tables present the AP@k results for each of the 45 queries in the ORRCA query-
document data set. The search queries that perform the best are highlighted in
bold font. Inspection of the Tables indicates that Queries 31, 32, 33, and 34
gave the best results from all the search queries. It was conjectured that this
was a function of the query size; these queries featured more keywords than
other queries. The number of keywords in a search query affects the precision.
Search queries with a greater number of keywords tend to achieve better results
compared to search queries with fewer keywords.

6 Conclusion

This paper proposed a query resolution mechanism for queries directed at Cu-
rated Document Databases (CDDs) stored as a literature knowledge graph. A



Table 2. AP@k results for combined CBOW and random walk embeddings, in com-
parison with CBOW used in isolation

Search Code
CBOW + Random Walk CBOW only

P@5 P@10 P@5 P@10

Search1 0.4 0.4 0.0 0.3
Search2 0.4 0.3 0.4 0.3
Search3 0.2 0.2 0.6 0.5
Search4 0.6 0.6 0.6 0.6
Search5 0.4 0.2 0.0 0.0
Search6 0.2 0.4 0.8 0.7
Search7 0.8 0.9 0.6 0.6
Search8 0.0 0.0 0.0 0.0
Search9 0.4 0.4 0.4 0.5
Search10 0.6 0.6 0.6 0.6
Search11 1.0 0.9 1.0 0.9
Search12 0.4 0.7 0.6 0.7
Search13 0.4 0.0 0.6 0.0
Search14 0.8 0.7 1.0 0.7
Search15 0.4 0.5 0.2 0.3
Search16 0.6 0.4 0.4 0.4
Search17 0.0 0.0 0.0 0.0
Search18 0.6 0.5 0.4 0.4
Search19 1.0 1.0 1.0 1.0
Search20 0.4 0.2 0.2 0.2
Search21 0.8 0.5 0.8 0.5
Search22 0.6 0.5 0.2 0.3
Search23 0.6 0.8 0.4 0.5
Search24 1.0 0.9 0.0 0.0
Search25 0.0 0.0 0.0 0.0
Search26 0.0 0.0 0.0 0.0
Search27 0.8 0.8 1.0 0.8
Search28 0.6 0.7 0.8 0.7
Search29 0.8 0.0 0.8 0.0
Search30 1.0 0.0 1.0 0.0
Search31 1.0 1.0 1.0 1.0
Search32 1.0 0.9 1.0 0.9
Search33 1.0 1.0 0.8 0.9
Search34 1.0 1.0 1.0 0.9
Search35 0.0 0.0 0.0 0.0
Search36 0.4 0.2 0.6 0.3
Search37 0.4 0.0 0.4 0.0
Search38 0.4 0.2 0 0.4
Search39 0.0 0.0 0.2 0.1
Search40 0.4 0.4 0.2 0.3
Search41 0.6 0.4 0.4 0.3
Search42 0.0 0.0 0.0 0.0
Search43 0.2 0.1 0.2 0.1
Search44 0.6 0.0 0.8 0.0
Search45 0.0 0.0 0.0 0.2



Table 3. AP@k results for combined BERT and random walk embeddings, in com-
parison with BERT used in isolation

Search Code
BERT + Random Walk BERT only

P@5 P@10 P@5 P@10

Search1 1.0 1.0 0.0 0.0
Search2 0.2 0.3 0.0 0.2
Search3 0.6 0.5 0.6 0.4
Search4 0.4 0.6 0.6 0.6
Search5 0.0 0.0 0.0 0.0
Search6 0.2 0.4 0.2 0.5
Search7 0.4 0.7 0.0 0.4
Search8 0.0 0.0 0.0 0.0.1
Search9 0.0 0.2 0.2 0.3
Search10 0.6 0.8 0.8 0.8
Search11 1.0 0.9 1.0 0.9
Search12 0.6 0.6 0.8 0.7
Search13 0.6 0.0 0.6 0.0
Search14 0.8 0.8 0.8 0.8
Search15 0.6 0.4 0.4 0.4
Search16 0.4 0.4 0.6 0.5
Search17 0.0 0.0 0.0 0.0
Search18 0.4 0.4 0.2 0.3
Search19 1.0 0.9 1.0 0.9
Search20 0.2 0.3 0.2 0.2
Search21 0.4 0.5 0.6 0.5
Search22 0.6 0.6 0.4 0.4
Search23 0.2 0.5 0.6 0.7
Search24 0.4 0.7 0.6 0.7
Search25 0.0 0.0 0.0 0.0
Search26 0.0 0.0 0.0 0.0
Search27 0.6 0.7 0.6 0.7
Search28 0.6 0.8 0.8 0.7
Search29 1.0 0.0 0.6 0.0
Search30 1.0 0.0 1.0 0.0
Search31 1.0 1.0 1.0 1.0
Search32 1.0 0.9 1.0 0.9
Search33 1.0 0.9 1.0 1.0
Search34 1.0 0.9 1.0 0.9
Search35 0.0 0.0 0.0 0.0
Search36 0.4 0.2 0.0 0.0
Search37 0.4 0.0 0.4 0.0
Search38 0.2 0.1 0.2 0.1
Search39 0.2 0.1 0.2 0.2
Search40 0.0 0.1 0.2 0.3
Search41 0.2 0.2 0.2 0.2
Search42 0.0 0.0 0.0 0.0
Search43 0.2 0.1 0.0 0.0
Search44 0.6 0.0 0.6 0.0
Search45 0.0 0.1 0.0 0.1



Table 4. AP@k results for combined SciBERT and random walk embeddings, in com-
parison with Sci-BERT used in isolation

Search Code
Sci-BERT + Random Walk Sc-BERT only

P@5 P@10 P@5 P@10

Search1 0.0 0.3 0.0 0.3
Search2 0.2 0.2 0.0 0.3
Search3 0.4 0.3 0.2 0.5
Search4 0.6 0.6 0.6 0.6
Search5 0.0 0.1 0.0 0.1
Search6 0.2 0.1 0.2 0.3
Search7 0.4 0.6 0.0 0.5
Search8 0.0 0.0 0.0 0.0
Search9 0.6 0.4 0.6 0.4
Search10 0.8 0.7 1.0 0.8
Search11 1.0 0.9 1.0 1.0
Search12 0.2 0.3 0.8 0.7
Search13 0.6 0.0 0.4 0.0
Search14 0.4 0.5 0.8 0.8
Search15 0.4 0.2 0.6 0.4
Search16 0.0 0.1 0.2 0.4
Search17 0.0 0.0 0.0 0.0
Search18 0.4 0.4 0.4 0.4
Search19 1.0 1.0 1.0 0.9
Search20 0.0 0.0 0.0 0.2
Search21 0.4 0.5 0.4 0.5
Search22 0.8 0.6 0.4 0.2
Search23 0.4 0.6 0.6 0.5
Search24 0.6 0.6 0.6 0.7
Search25 0.2 0.1 0.0 0.1
Search26 0.0 0.0 0.0 0.0
Search27 0.4 0.5 1.0 0.0
Search28 0.6 0.7 0.8 0.7
Search29 0.6 0.0 0.8 0.0
Search30 1.0 0.0 0.0 0.0
Search31 1.0 1.0 1.0 1.0
Search32 1.0 0.9 1.0 0.9
Search33 1.0 0.9 1.0 0.9
Search34 1.0 0.9 1.0 0.0
Search35 0.0 0.0 0.0 0.0
Search36 0.0 0.0 0.0 0.1
Search37 0.4 0.0 0.2 0.0
Search38 0.2 0.4 0.0 0.1
Search39 0.0 0.1 0.0 0.0
Search40 0.2 0.2 0.4 0.2
Search41 0.4 0.2 0.4 0.0
Search42 0.0 0.0 0.0 0.0
Search43 0.2 0.1 0.2 0.1
Search44 0.6 0.0 0.5 0.0
Search45 0.0 0.0 0.0 0.2



hybrid document embedding was proposed that combined a “traditional” embed-
ding with a knowledge graph embedding for queries and documents. Three kinds
of word “traditional” embedding were considered: CBOW, BERT and SciBERT.
The evaluation indicated that the proposed hybrid embedding resulted in better
MAP@k results than when the various embeddings were used in isolation. A
best MAP@k value of 0.486 was obtained when using a combination of CBOW
and the proposed random walk knowledge graph embedding.
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