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Abstract

We introduce and investigate quantified interpreted systems, a semantics to reason
about knowledge and time in a first-order setting. We provide an axiomatisation, which
we show to be sound and complete. We utilise the formalism to study message pass-
ing systems [16, 8] in a first-order setting, and compare the results obtained to those
available for the propositional case.

1 Introduction
The area of modal logic [3, 4] has received considerable attention in artificial intelligence
over the years. Research has pursued both fundamental theoretical investigations (com-
pleteness, decidability, complexity, etc), as well as the use of modal formalisms in specifi-
cation and automatic system verification, as in model checking [5].

Among the most well-known formalisms are propositional modal logics for reasoning
about knowledge, or propositional epistemic logics [8, 21]. The typical epistemic language
extends propositional logic by adding nmodalitiesK i representing the knowledge of agent
i in a group A = {1, . . . , n} of agents. For expressiveness purposes, epistemic logic has
been extended in several ways. In one direction, further modalities have been added to
the formalism (distributed knowledge, common knowledge, belief, etc.) for representing
the knowledge shared in a group of agents. In another one, the epistemic language has
been enriched with temporal operators under the assumption of a given model of time (e.g.,
linear or branching, discrete or continuous, etc.). In all these lines of work there is a tension
between extending the expressiveness of the language reflecting the system to be modeled
and retaining some useful theoretical properties of the formalism, such as decidability.

This tension is still present in the exercise conducted here, where we aim at extending a
combination of epistemic and temporal logic to predicate level. We apply this result in the
modeling of a class of computational structures normally referred to as message passing
systems [16]. We also show that known metatheoretical properties of message passing
systems [8] become validities in the predicate logic here considered.

Our starting point is a number of results by Halpern, van der Meyden, and others re-
garding the combination of time and knowledge at propositional level [9, 19] together with
studies by, among others, Hodkinson, Reynolds, Wolter, Zakharyaschev for first-order tem-
poral logic including both positive [14, 25, 31] and negative results [32]. In this note we
also make use of our initial work in this direction [2, 1], where static (i.e., non-temporal)
quantified epistemic logics were axiomatised.

Our motivation for the above comes from an interest in reasoning about reactive, au-
tonomous distributed systems, or multi-agent systems (MAS), whose high-level properties



may usefully be modeled by epistemic formalisms suitably extended to incorporate tem-
poral logic. While temporal epistemic logics are well understood at propositional level
[8, 21], their usefulness has been demonstrated in a number of applications (security and
communication protocols, robotics), and model checking tools have been developed for
them [12, 23, 7], still there is a growing need in web-services, security, as well as other
areas, to extend these languages to first-order (see [18, 26, 29]). Moreover, a number of
formalisms, including BDI logics [24], the KQML framework [6], and LORA [33],
have put forward agent theories that include the power of first-order quantification. How-
ever, most of these contributions do not address the issue of completeness, a core concern
here.

In MAS applications the power of first-order logic is welcome every time agents’
knowledge is concerned with:

• Relational statement, as in agent i knows that message µ was sent by a to b, or
formally

Ki〈P 〉Send(a, b, µ);

(where 〈P 〉 is the diamond for past time);

• Functional dependency and identity: at some future point agent i will know that
message µ is the encryption of message µ′ with key k, formally

〈F 〉Ki(µ = enc(k, µ′));

• An infinite domain of individuals, or a finite domain whose cardinality cannot be
bounded in advance: agent i has to read an e-mail before deleting it,

∀µ(Delete(i, µ) → 〈P 〉Read(i, µ));

• Quantification on agents [17]: the child of any process knows which process launched
it

∀iKchild(i)〈P 〉Launch(i, child(i))

Furthermore, in the context of logics for knowledge it is known that epistemic modal-
ities can be combined with quantifiers to express concepts such as knowledge de re and
de dicto [10, 15]. For instance, an agent i might know that every computation will even-
tually produce an output, thus having the de dicto knowledge expressed by the following
specification:

∀comp Ki 〈F 〉 ∃y Output(comp, y)

but she might not know the actual output of every computation. Therefore, the following
de re specification:

∀comp ∃y Ki 〈F 〉 Output(comp, y)

would not be satisfied. From the examples above we conclude that quantification can sig-
nificantly extend the expressiveness of epistemic languages.

While the specifications above call for a first-order language, we need to consider why
one should use an undecidable language when a decidable one (propositional temporal
epistemic logic in our case) does a reasonable job already. Although this is a sensible
objection, we should stress that in many practical applications, such as in model checking,
we are typically not so much concerned with the validity problem but with satisfaction in
a given model, which is often an easier problem, particularly for some classes of formulas.
Additionally, recent research, including among others [14, 27, 28, 30], has put forward
useful decidable fragments of first-order modal logic, thereby opening the way for further
extensions.



We approach the problem by introducing quantified interpreted systems, an extension
to first-order of “standard” interpreted systems [13, 22], which are used to interpret a lan-
guage for temporal epistemic logic including distributed knowledge. First, a sound and
complete axiomatisation is presented. Second, message passing systems, a basic frame-
work for reasoning about asynchronous systems [16] are analysed in the light of the novel
formalism, and the results compared to the treatment in propositional logic.

2 A Quantified Temporal Epistemic Logic
In this section we extend to first-order the formalism of interpreted systems, a class of struc-
tures introduced to model the behaviour of multi-agent systems [8, 21]. In what follows we
assume a finite set A = {i1, . . . , in} of agents.

2.1 Syntax
The first-order modal language Ln contains individual variables x1, x2, . . ., n-ary functors
fn
1 , fn

2 , . . . and n-ary predicative letters P n
1 , Pn

2 , . . ., for n ∈ N, the identity predicate =,
the propositional connectives ¬ and→, the universal quantifier ∀, the epistemic operators
Ki, for i ∈ A, the distributed knowledge operators DG, for non-emptyG ⊆ A, the future
operator [F ], and the past operator [P ].

Definition 1 Terms and formulas in the languageLn are defined in the Backus-Naur form
as follows:

t ::= x |fk(!t)

φ ::= P k(!t) | t = t′ |¬φ |φ → ψ |Kiφ |DGφ | [F ]φ | [P ]φ |∀xφ

The formula Kiφ means “agent i knows φ”, while DGφ represents “φ is distributed
knowledge among the agents in G”, and [F ]φ (respectively [P ]φ) stands for “φ will al-
ways be true” (respectively “φ has always been true”). The symbols ⊥, ∧, ∨, ↔, ∃, 〈F 〉
(sometime in the future), 〈P 〉 (sometime in the past) are defined as standard. The tem-
poral operators [F ]+ (every future time including the present) and [P ]+ (every past time
including the present) can be defined as φ ∧ [F ]φ and φ ∧ [P ]φ respectively.

We refer to 0-ary functors as individual constants c1, c2, . . . A closed term v is a term
where no variable appears; closed terms are either constants or terms obtained by applying
functors to closed terms.

By t["y] (resp. φ["y]) we mean that "y = y1, . . . , yn are all the free variables in t (resp.
φ); while t["y/"t] (resp. φ["y/"t]) denotes the term (resp. formula) obtained by substituting
simultaneously some, possibly all, free occurrences of "y in t (resp. φ) with "t = t1, . . . , tn,
renaming bounded variables if necessary.

2.2 Quantified Interpreted Systems
Interpreted systems are widely used to model the behaviour of MAS, in this subsection we
extend these structures to first-order. This extension can be performed in several ways, all
leading to different results. For instance, we could introduce a domain of quantification for
each agent and/or for each computational state (see [2, 1] for a discussion of the static case).
In this paper we consider the simplest extension, obtained by adding a single quantification
domainD common to all agents and states. We present further options in the conclusions.

More formally, for each agent i ∈ A in a multi-agent system we introduce a set L i

of local states li, l′i, . . ., and a set Acti of actions αi, α′
i, . . .. We consider local states and

actions for the environment e as well. The set S ⊆ Le×L1× . . .×Ln contains all possible
global states of the MAS, while Act ⊆ Acte ×Act1 × . . .× Actn is the set of all possible
joint actions. Note that some states may never be reached and some joint actions may never



be performed. We also introduce a transition function τ : Act → (S → S). Intuitively,
τ(α)(s) = s′ encodes that the agents can access the global state s ′ from s by performing
the joint action α ∈ Act. The transition function τ defines the admissible evolutions of the
MAS. We say that the global state s′ is reachable in one step from s, or s ≺ s ′, iff there is
α ∈ Act such that τ(α)(s) = s′; while s′ is reachable from s iff s ≺+ s′, where≺+ is the
transitive closure of relation≺.

To represent the temporal evolution of the MAS we consider the flow of time T =
〈T, <〉 defined as a weakly connected, strict partial order, i.e., T is a non-empty set and the
relation< on T is irreflexive, transitive and weakly connected: for n, n ′, n′′ in T ,

- n &< n
- (n < n′ ∧ n′ < n′′) → (n < n′′)
- (n < n′ ∧ n < n′′) → (n′ < n′′ ∨ n′′ < n′ ∨ n′ = n′′)
- (n′ < n ∧ n′′ < n) → (n′ < n′′ ∨ n′′ < n′ ∨ n′ = n′′)

The relation < can be thought of as the precedence relation on the set T of moments
in time. A run r over 〈S, Act, τ, T 〉, where S, Act, τ , and T are defined as above, is a
function from T to S such that n < n ′ implies r(n) ≺+ r(n′). Intuitively, a run represents
a possible evolution of the MAS on the flow of time T .

We now define the quantified interpreted systems for the language Ln as follows:

Definition 2 A quantified interpreted system, or QIS, over 〈S, Act, τ, T 〉 is a triple P =
〈R, D, I〉 such that R is a non-empty set of runs over 〈S, Act, τ, T 〉; D is a non-empty set
of individuals; I(f k) is a k-ary function from Dk to D; for r ∈ R, n ∈ T , I(P k, r, n) is
a k-ary relation on D and I(=, r, n) is the equality on D. We denote by QIS the class of
all quantified interpreted systems.

Note that individual constants as well as functors in Ln are interpreted rigidly, that
is, their interpretation is the same in every global state. Further, the present definition
of quantified interpreted systems covers the most intuitive formalisations of time, as it
includes N, Z, Q, and R with a notion of precedence among instants. Therefore, QIS are
general enough to cover a wide range of cases, while still being interesting for applications.

Now we assign a meaning to the formulas of Ln in quantified interpreted systems.
Following standard notation [8] a pair (r, m) is a point in P . If r(m) = 〈l e, l1, . . . , ln〉 is
the global state at (r, m), then re(m) = le and ri(m) = li are the environment’s and agent
i’s local state at (r, m) respectively. We consider also the converse relation > defined as
n > m iffm < n, and the partial order≤ such that n ≤ m iff n < m or n = m.

Let σ be an assignment from the variables in Ln to the individuals in D, the valuation
Iσ(t) of a term t is defined as σ(y) for t = y, and I σ(t) = I(fk)(Iσ(t1), . . . , Iσ(tk)), for
t = f($t). A variant σ

(x
a

)
of an assignment σ assigns a ∈ D to x and coincides with σ on

all the other variables.

Definition 3 The satisfaction relation |= for φ ∈ Ln, (r, m) ∈ P , and an assignment σ is
defined as follows:

(Pσ, r, m) |= P k(!t) iff 〈Iσ(t1), . . . , I
σ(tk)〉 ∈ I(P k, r, m)

(Pσ, r, m) |= t = t′ iff Iσ(t) = Iσ(t′)
(Pσ, r, m) |= ¬ψ iff (Pσ, r, m) $|= ψ
(Pσ, r, m) |= ψ → ψ′ iff (Pσ, r, m) $|= ψ or (Pσ, r, m) |= ψ′

(Pσ, r, m) |= Kiψ iff ri(m)=r′i(m
′)implies(Pσ, r′, m′) |=ψ

(Pσ, r, m) |= DGψ iff ri(m) = r′i(m
′) for all i ∈ G,

implies (Pσ, r′, m′) |= ψ
(Pσ, r, m) |= [F ]ψ iff m < m′ implies (Pσ, r, m′) |= ψ
(Pσ, r, m) |= [P ]ψ iff m > m′ implies (Pσ, r, m′) |= ψ

(Pσ, r, m) |= ∀xψ iff for all a ∈ D, (Pσ(x
a), r,m) |= ψ

The truth conditions for ⊥, ∧, ∨,↔, ∃, 〈F 〉, and 〈P 〉 are defined from those above. In
particular, the temporal operators [F ]+ and [P ]+ respect the intended semantics:



(Pσ, r, m) |= [F ]+ψ iff m ≤ m′ implies (Pσ, r, m′) |= ψ
(Pσ, r, m) |= [P ]+ψ iff m ≥ m′ implies (Pσ, r, m′) |= ψ

A formula φ ∈ Ln is said to be true at a point (r, m) iff it is satisfied at (r, m) by every
σ; φ is valid on a QIS P iff it is true at every point in P ; φ is valid on a class C of QIS iff it
is valid on every QIS in C.

The present definition of QIS is based on two assumptions. Firstly, the domain D of
individuals is the same for every agent i, so all agents reason about the same objects. This
choice is consistent with the external account of knowledge usually adopted in the frame-
work of interpreted systems: if knowledge is ascribed to agents by an external observer,
i.e., the specifier of the system, it seems natural to focus on the set of individuals assumed
to exist by the observer. Secondly, the domainD is assumed to be the same for every global
state, i.e., no individual appears nor disappears in moving from one state to another. This
also can be justified by the external account of knowledge: all individuals are supposed to
be existing from the observer’s viewpoint. However, either assumption can be relaxed to
accommodate agent-indexed domains as well as individuals appearing and disappearing in
the flow of time. We discuss further options in the conclusions. Finally, it can be the case
that A ⊆ D: this means that the agents can reason about themselves, their properties, and
relationships.

2.3 Expressiveness
Clearly, the language Ln is extremely expressive. We can use it to specify the temporal
evolution of agents’ knowledge, as well as the knowledge agents have of temporal facts
about individuals. Both features are exemplified in the following specification: agent i will
know that someone sent him a message when he receives it,

∀j, µ [F ] (Rec(i, j, µ) → Ki 〈P 〉 Send(j, i, µ)) (1)

In Ln we can also express that if agent i receives a message, then he will know that
someone sent it to him:

∀µ [F ](∃j Rec(i, j, µ) → Ki ∃j′ 〈P 〉 Send(j′, i, µ)) (2)

The latter specification is weaker than the former: (2) says nothing about the identity of
the sender, while (1) requires that the receiver knows the identity of the sender. Further, we
can express the fact that the existence of a sender is assumed only at the time the message
is sent:

∀µ [F ](∃j Rec(i, j, µ) → Ki 〈P 〉 ∃j′ Send(j′, i, µ))

In the section on message passing systems we provide further examples of the expres-
siveness of Ln. Most importantly, we will show that this expressiveness is attained while
retaining completeness.

We conclude this paragraph by considering some relevant validities on the class of QIS.
Given that the domain of quantification is the same in every global state, both the Barcan
formula and its converse are valid on the class of all QIS for all primitive modalities:

QIS |= ∀xKiφ ↔ Ki∀xφ

QIS |= ∀xDGφ ↔ DG∀xφ

QIS |= ∀x[F ]φ ↔ [F ]∀xφ

QIS |= ∀x[P ]φ ↔ [P ]∀xφ

Also, these validities are in line with the bird’s eye approach usually adopted in epis-
temic logic. However, should we wish to do so, we can drop them by introducing quantified
interpreted systems with varying domains.

For what concerns identity, the following principles hold:



QIS |= t = t′ → Ki(t = t′) QIS |= t "= t′ → Ki(t "= t′)
QIS |= t = t′ → DG(t = t′) QIS |= t "= t′ → DG(t "= t′)
QIS |= t = t′ → [F ](t = t′) QIS |= t "= t′ → [F ](t "= t′)
QIS |= t = t′ → [P ](t = t′) QIS |= t "= t′ → [P ](t "= t′)

These validities, which hold because of rigid designation, are consistent with the exter-
nal account of knowledge. However, should we require terms whose denotations depends
on the epistemic states of agents, or change accordingly to the evolution of the MAS, we
can consider introducing flexible terms in the language [1]. In such an extended formalism
none of the validities above holds whenever t and t ′ are flexible terms.

3 The System QKT.S5n

In this section we provide a sound and complete axiomatisation of quantified interpreted
systems. This result shows that, even though language Ln is highly expressive, QIS pro-
vide a perfectly adequate semantics for it. This also opens the possibility of developing
automated verification methods for the formalism. We first prove the completeness of the
first-order multi-modal system QKT.S5n with respect to Kripke models. The proof pre-
sented here is an extension of [11], where completeness of a first-order temporal language
on weakly-connected partial orders was presented. Then, by means of a map from Kripke
models to QIS, the completeness of QKT.S5n with respect to QIS follows.

The system QKT.S5n is a first-order multi-modal version of the propositional system
S5 combinedwith a linear temporal logic. Although tableaux proof systems and natural de-
duction calculi are more suitable for automated theorem proving, Hilbert-style systems are
easier to handle for the completeness proof. Hereafter we list the postulates of QKT.S5 n.
Note that ⇒ is the inference relation between formulas, while ! is a placeholder for any
primitive modality in Ln (both temporal and epistemic).

Definition 4 The system QKT.S5n on Ln contains the following schemes of axioms and
inference rules:

Taut every instance of classic propositional tautologies
MP φ → ψ,φ ⇒ ψ
Dist !(φ → ψ) → (!φ → !ψ)
4 !φ → !!φ
Nec φ ⇒ !φ
T Kiφ → φ DGφ → φ
5 ¬Kiφ → Ki¬Kiφ ¬DGφ → DG¬DGφ
D1 D{i}φ ↔ Kiφ
D2 DGφ → DG′ , for G ⊆ G′

FP φ → [F ]〈P 〉φ
PF φ → [P ]〈F 〉φ
WConF 〈P 〉〈F 〉φ → (〈P 〉φ ∨ φ ∨ 〈F 〉φ)
WConP 〈F 〉〈P 〉φ → (〈P 〉φ ∨ φ ∨ 〈F 〉φ)
Ex ∀xφ → φ[x/t]
Gen φ → ψ[x/t] ⇒ φ → ∀xψ, where x is not free in φ
Id t = t
Func t = t′ → (t′′[x/t] = t′′[x/t′])
Subst t = t′ → (φ[x/t] → φ[x/t′])

By the definition above the operators K i and DG are S5 type modalities, while the
future [F ] and past [P ] operators are axiomatised as linear-time modalities. To this we add
the classic theory of quantification, consisting of postulates Ex and Gen, which are both
sound in our interpretation as we are considering a unique domain of individuals. Finally,
we have the axioms for identity.



We consider the standard definitions of proof and theorem: ! φ means that φ ∈ Ln

is a theorem in QKT.S5n. A formula φ ∈ Ln is derivable in QKT.S5n from a set ∆ of
formulas, or∆ ! φ, iff ! φ1 ∧ . . . ∧ φn → φ for some φ1, . . . , φn ∈ ∆.

It can be easily checked that the axioms of QKT.S5n are valid on every QIS and the
inference rules preserve validity. As a consequence, we have the following soundness
result:

Theorem 5 (Soundness) The system QKT.S5n is sound for the class QIS of quantified
interpreted systems.

Now we show that the axioms in QKT.S5n are not only necessary, but also sufficient to
prove all validities onQIS .

3.1 Kripke Models
Although quantified interpreted systems are useful for modeling MAS, for showing that
QKT.S5n is complete with respect to QIS we introduce an appropriate class of Kripke
models [3, 4], which are more suitable for theoretical investigations, namely, the complete-
ness proof.

Definition 6 A Kripke model, or K-model, for the language Ln is a tupleM = 〈W, {∼i

}i∈A, <, D, I〉 such thatW is a non-empty set; for i ∈ A, ∼i is an equivalence relation on
W ;< is a weakly connected, strict partial order onW ;D is a non-empty set of individuals;
I(fk) is a k-ary function from Dk to D; for w ∈ W , I(P k, w) is a k-ary relation on D,
and I(=, w) is the equality on D. The class of all Kripke models is denoted by K.

Further, the satisfaction relation |= for an assignment σ is inductively defined as fol-
lows:

(Mσ, w) |= P k(!t) iff 〈Iσ(t1), . . . , Iσ(tk)〉 ∈ I(P k, w)
(Mσ, w) |= t = t′ iff Iσ(t) = Iσ(t′)
(Mσ, w) |= ¬ψ iff (Mσ, w) $|= ψ
(Mσ, w) |= ψ → ψ′ iff (Mσ, w) $|= ψ or (Mσ, w) |= ψ′

(Mσ, w) |= [F ]ψ iff w < w′ implies (Mσ, w′) |= ψ
(Mσ, w) |= [P ]ψ iff w > w′ implies (Mσ, w′) |= ψ
(Mσ, w) |= Kiψ iff w ∼i w′ implies (Mσ, w′) |= ψ
(Mσ, w) |= DGψ iff (w, w′) ∈

T
i∈G ∼i implies (Mσ, w′) |=ψ

(Mσ, w) |= ∀xψ iff for all a ∈ D, (Mσ(x
a), w) |= ψ

We formally compare Kripke models to quantified interpreted systems by means of a
map g : K → QIS . Let M = 〈W, {∼i}i∈A, <, D, I〉 be a Kripke model. For every
equivalence relation ∼i, for w ∈ W , let the equivalence class [w]∼i = {w′ | w ∼i w′} be
a local state for agent i; whileW is the set of local states for the environment. Let 〈W, <〉
be the irreflexive, transitive and weakly connected flow of time. Then define g(M) as the
triple 〈R, D, I ′〉, where R contains the run r such that r(w) = 〈w, [w]∼1 , . . . , [w]∼n〉 for
w ∈ W , D is the same as inM, and I ′(P k, r, w) = I(P k, w). The structure g(M) is a
QIS that satisfies the following result:

Lemma 7 For every φ ∈ Ln, w ∈ W ,

(Mσ, w) |= φ iff (g(M)σ, r, w) |= φ

where r is the only run in g(M). We refer to the appendix for a proof of this lemma.



3.2 Completeness
We show that the system QKT.S5n is complete by extending to first-order the proof for
the propositional system S5D

n in [9], together with the completeness proof for the first-
order temporal logic discussed in [11]. The relevance of our result consists in showing that
these two methods can be combined together to prove an original completeness result, as
long as there is no interaction between epistemic and temporal modalities. Note that an
independent completeness proof for S5D

n appeared in [20].
More formally, we show that if QKT.S5n does not prove a formula φ ∈ Ln, then the

canonical modelMQKT.S5n for QKT.S5n does not pseudo-validate φ. It is not guaranteed
that pseudo-validity (as defined below) coincideswith plain validity, but by results in [9, 11]
fromMQKT.S5n we can obtain aK-modelM+ such thatMQKT.S5n pseudo-validates φ
iffM+ |= φ, and completeness follows.

In order to prove the first part of the completeness result we rely on two lemmas: the
saturation lemma and the truth lemma, whose statements require the following definitions:
let Λ be a set of formulas in Ln,

Λ is consistent iff Λ ! ⊥;
Λ is maximal iff for every φ ∈ Ln, φ ∈ Λ or ¬φ ∈ Λ;
Λ is max-cons iff Λ is consistent and maximal;
Λ is rich iff ∃xφ ∈ Λ ⇒ φ[x/c] ∈ Λ, for some c ∈ Ln;
Λ is saturated iff Λ is max-cons and rich.

Assume that QKT.S5n does not prove φ, then the set {¬φ} is consistent, and by the
saturation lemma below {¬φ} can be extended to a saturated set:

Lemma 8 (Saturation [15]) If ∆ is a consistent set of formulas in Ln, then it can be
extended to a saturated set Π of formulas on some expansion L+

n obtained by adding an
infinite enumerable set of new individual constants to Ln.

Now we introduce the canonical model for QKT.S5n. Note that ℘+(A) is the set of
non-empty sets of agents.

Definition 9 (Canonical model) The canonical model for QKT.S5n on the language Ln,
with an expansion L+

n , is a tupleMQKT.S5n = 〈W, {Rj}j∈A∪℘+(A), <, D, I〉 such that:

- W is the set of saturated sets of formulas in L+
n ;

- for i ∈ A, w, w′ ∈ W , wRiw′ iff {φ | Kiφ ∈ w} ⊆ w′;

- for non-emptyG ⊆ A, wRGw′ iff {φ | DGφ ∈ w} ⊆ w′;

- for w, w′ ∈ W , w < w′ iff {φ | [F ]φ ∈ w} ⊆ w′;

- D is the set of equivalence classes [v] = {v ′ | v = v′ ∈ w}, for each closed term
v ∈ L+

n ;

- I(fk)([v1], . . . , [vk]) = [fk(v1, . . . , vk)];

- 〈[v1], . . . , [vk]〉 ∈ I(P k, w) iff P k(v1, . . . , vk) ∈ w.

If QKT.S5n () φ, then by the saturation lemma there is a saturated set w ⊇ {¬φ}, so
the set W of possible worlds is non-empty. Since T , 4 and 5 are axioms of QKT.S5n, the
various Ri and RG are equivalence relations. Moreover, from D1 and D2 it follows that
R{i} is equal to Ri and RG ⊆

⋂
i∈G Ri. However, in general RG (=

⋂
i∈G Ri [9]. On

the other hand, the relation < is transitive and weakly connected by axioms 4, WConF ,
WConP . By FP , PF the relation w > w′ defined as {φ | [P ]φ ∈ w} ⊆ w′ is the
converse of <. However,< might not be irreflexive [11].



These remarks give the rationale for introducing the pseudo-satisfaction relation |= p,
defined as |= but for the distributed knowledge operator DG (in what follows we simply
writeM forMQKT.S5n ):

(Mσ, w) |=p DGψ iff wRGw′ implies (Mσ, w′) |=p ψ

We state the truth lemma for the pseudo-satisfaction relation |=p and refer to [9] for a
proof.

Lemma 10 (Truth lemma) Let w∈M,ψ∈L+
n ,σ(yi)=[vi],

(Mσ, w) |=p ψ[#y] iff ψ[#y/#v] ∈ w

We remarked that the canonical modelM might not satisfy
⋂

i∈G Ri = RG. However,
by applying the techniques in [9]M can be unwound to get aK-modelM ′ in such a way
that RG =

⋂
i∈G Ri and the same formulas hold. We refer to the appendix for a proof of

the following lemma.

Lemma 11 For every ψ ∈ L+
n ,

M′ |= ψ iff M |=p ψ

In conclusion, if QKT.S5n ! φ, then the canonical modelM pseudo-satisfies ¬φ by
lemma 10. By lemma 11 we obtain that theK-modelM ′ does not validate φ.

Note that the relation <′ onW ′ might not be irreflexive, as < onW is not such. How-
ever, we can apply the techniques in [11] to construct an irreflexive K-modelM+ from
M′ such that:

Lemma 12 For every ψ ∈ L+
n ,

M+ |= ψ iff M′ |= ψ

Also in this case we refer to the appendix for a proof.
By lemma 12 we conclude that the K-modelM+ falsifies the unprovable formula φ.

Therefore, the following completeness result holds:

Theorem 13 (Completeness) The system QKT.S5n is complete for the class K of Kripke
models.

In order to prove completeness for the class QIS consider the quantified interpreted
system g(M+). In lemma 7 we showed that M+ |= φ iff g(M+) |= φ, hence g(M+)
satisfies ¬φ. As a result, we have the following implications and a further completeness
result:

QIS |= φ ⇒ K |= φ ⇒ QKT.S5n # φ

Theorem 14 (Completeness) The system QKT.S5n is complete for the classQIS of quan-
tified interpreted systems.

By combining together the soundness and completeness theorems we can compare di-
rectly the axiomatisation QKT.S5n and QIS, so we state our main result:

Corollary 15 (Soundness and Completeness) A formula φ ∈ Ln is valid on the class
QIS of quantified interpreted systems iff φ is provable in QKT.S5n.



4 Message Passing Systems as QIS
In this section we model message passing systems [8, 16] in the framework of QIS. A mes-
sage passing system (MPS) is a MAS in which the only external actions for the agents are
message exchanges, specifically sending and receiving messages. This setting is common
in the study of a variety of distributed systems, well beyond the realms of MAS and AI.
Indeed, any synchronous or asynchronous networked system can be seen as an MPS.

The notion of time is crucial for the analysis of the ordering of events in MPS. As
remarked in [16], a message µ can be said to have been sent (received) before message µ ′

if µ was sent (respectively received) at an earlier time than µ ′. We can of course specify
this condition in terms of an external global clock. However, maintaining synchronicity in
a distributed system is known to be costly. An alternative is to study asynchronous MPS
(or AMPS), where only internal clocks exist and agents can work at arbitrary rates relative
to each other.

In what follows we show how both (synchronous)MPS and AMPS can be thought of as
particular classes of QIS satisfying a finite number of specifications expressed in the first-
order modal language Ln. Further, we analyse in detail the agents’ knowledge about the
ordering of events in AMPS. Ourmain result consists in showing that the characterisation of
AMPS at propositional level given as a metatheorem (specifically, in [8], Proposition 4.4.3)
can naturally be cast as a formula in Ln, which turns out to be a validity on the class of QIS
we introduce. While the basic details are given below, we refer to [8], sections 4.4.5-6, for
more details on MPS.

We introduce a set Act of actions α1, α2, . . ., and a set Msg of messages µ1, µ2, . . .
For each agent i ∈ A, we consider a set Σi of initial events init(i, α), and a set Inti of
internal events int(i, α). We define the local state li for agent i as a history over Σi, Inti
and Msg, that is, a sequence of events whose first element is in Σ i, and whose following
elements either belong to Inti or are events of the form send(i, j, µ), rec(i, j, µ) for j ∈ A,
µ ∈ Msg. Intuitively, init(i, α) represents the event where agent i performs the initial
action α, send(i, j, µ) represents the event where agent i sends message µ to j, while the
meaning of rec(i, j, µ) is that agent i receives message µ from j. Finally, int(i, α) means
that agent i performs the internal action α.

A global state s ∈ S is a tuple 〈le, l1, . . . , ln〉, where l1, . . . , ln are local states as
above, and le contains all the events in l1, . . . , ln. In what follows we assume that the nat-
ural numbersN as the flow of time. This choice implies that we cannot provide a complete
characterisation of MPS in this formalism, as first-order temporal logic onN is unaxiomati-
sable [11]. Still, we can express a number of interesting properties of MPS in the language
Ln.

A run r over 〈S, N〉 is a function from the natural numbersN to S such that:

MP1 ri(m) is a history over Σi, Inti andMsg;

MP2 for every event rec(i, j, µ) in ri(m) there exists a corresponding event send(j, i, µ)
in rj(m).

MP3 ri(0) is a sequence of length one (the initial state
init(i, α)), and ri(m + 1) is either identical to ri(m) or results from appending
an event to ri(m).

The last specification MP4 has only a simplifying purpose and does not restrict our
analysis:

MP4 All events in a given agent’s history are distinct. An agent can never perform the
same action twice in a given run.

By MP1 the local states of each agent records her initial state, the messages she has
sent or received, as well as the internal actions she has taken. MP2 guarantees that any



received message was actually sent, while MP3 specifies that at each step at most a sin-
gle event occurs to any agent. Finally, MP4 is not essential, but it simplifies proofs as
we do not have to distinguish different occurrences of the same action by, for example,
time-stamping actions. We will use this constraint throughout the present section without
explicitly mentioning it.

We now define message passing QIS (MPQIS) as a particular class of quantified inter-
preted systemsP = 〈R, D, I〉, whereR is a non-empty set of runs satisfying the constraints
MP1-4 above,D contains the agents inA, the actions inAct, the messages inMsg, and the
events e1, e2, . . ., and I is an interpretation for Ln. We assume that our language has terms
and predicative letters for representing the objects in the domainD and the relations among
them. In particular, e1, e2, . . . are metaterms ranging over events; for instance, ∀eφ[e] is a
shorthand for

∀i, j, µ φ[send(i, j, µ)] ∧ φ[rec(i, j, µ)] ∧ φ[init(i)] ∧ φ[int(i, α)]

where φ[t] means that the term t occurs in the formula φ.
We use the same notation for the objects in the model and the syntactic elements, the

distinction will be clear by the context.
For the specification of MPS it is useful to introduce a predicative constantH for hap-

pens such that (Pσ, r, m) |= H(e, i) iff the event e occurs to agent i at timem in run r, i.e.,
ri(m) is the result of appending e to ri(m−1). We writeH(e) as a shorthand for ∃iH(e, i).
By definition of the environment’s local state, (P σ, r, m) |= H(e) iff e occurs at time m
in run r. Also, we introduce the predicate H ′ed(e, i) for happened as 〈P 〉+H(e, i), and
H ′ed(e) := ∃iH ′ed(e, i). Finally, Sent(i, j, µ), Recd(i, j, µ), Init(i, α), and Int(i, α)
are shorthands for H ′ed(send(i, j, µ)), H ′ed(rec(i, j, µ)),
H ′ed(init(i, α)), andH ′ed(int(i, α)) respectively.

Let us now explore the range of specifications that can be expressed in the formalism.
A property often required is channel reliability. We express this by stating that every sent
message is eventually received. According to the definition of message passing QIS, it is
possible that a message is lost during a run of the system. We can force channel reliability
by requiring the following specification on MPQIS:

∀i, j, µ(Sent(i, j, µ) → 〈F 〉+Recd(j, i, µ))

Another relevant property of MPQIS concerns authentication: if agent i has received a
message µ from agent j, then i knows that µ had actually been sent by j. This specification
can be expressed as:

∀j, µ(Recd(i, j, µ) → KiSent(j, i, µ))

Further, we may require that agents have perfect recall, that is, they know everything
that has happened to them:

∀e(H ′ed(e, i) → KiH
′ed(e, i))

It is easy to show that by definition MPQIS satisfy authentication and perfect recall but
not channel reliability.

We anticipated that the formalism of QIS is powerful enough for expressing the spec-
ifications MP1-4 in Ln. Moreover, we can reason about the knowledge agents have of
the ordering of events in asynchronous MPS. To show this, we define Prec(e, e ′, i) as a
shorthand for:

H ′ed(e′, i) ∧ H ′ed(e, i) ∧ [P ]+(H ′ed(e′, i) → H ′ed(e, i))

It follows that (Pσ, r, m) |= Prec(e, e′, i) iff events e and e′ both occur to agent i by
round m of run r, and e occurs no later than e ′ in r. Also, the ordering Prec(e, e′) is
defined as:

H ′ed(e′) ∧ H ′ed(e) ∧ [P ]+(H ′ed(e′) → H ′ed(e))



Note that in the propositional language of [8] Prec(e, e ′) is assumed as a primitive propo-
sition.

We can express that the events in a state r(m) are partially ordered by specifying that
Prec(e, e′) is a reflexive and transitive relation on the set of past events:

∀e (H ′ed(e) → Prec(e, e)) (3)

∀e, e′, e′′ (Prec(e, e′) ∧ Prec(e′, e′′) → Prec(e, e′′)) (4)

Moreover, Prec(e, e′, i) can be defined as an anti-symmetric, linear, discrete order on
the events in ri(m), where with each non-final point is associated an immediate successor,
that is, it is also anti-symmetric and total:

∀e, e′ (Prec(e, e′, i) ∧ Prec(e′, e, i) → (e = e′)) (5)

∀e, e′ (H ′ed(e, i) ∧ H ′ed(e′, i) → Prec(e, e′, i) ∨ Prec(e′, e, i)) (6)

and each non-final point has an immediate successor:

∀e, e′(Prec(e, e′, i) → ∃e′′ (Prec(e, e′′, i)∧
∧¬∃e′′′(Prec(e, e′′′, i) ∧ Prec(e′′′, e′′, i)))) (7)

We define LinDisc(Prec(e, e′, i)) as the conjunction of (3)-(7) above, expressing that
the relation Prec(e, e′, i) is a linear, discrete order where every non terminal event has a
successor. Also, we define the first event as the minimal one with respect to Prec(e, e ′, i),
that is,

Fst(e, i) ::= ∀e′(H ′ed(e′, i) → Prec(e, e′, i))

the first event is provably unique as the order on histories is total. We formally define the
specifications MP1-4 as follows:

MP1’ LinDisc(Prec(e, e′, i))∧
∧∃e(Fst(e, i) ∧ ∃α(e = init(i, α)))∧
∧∀e(H ′ed(e, i) ∧ ¬Fst(e, i) → ∃j, α, µ(e = int(i, α)∨

∨e = send(i, j, µ) ∨ e = rec(i, j, µ)))

MP2’ ∀i, j, µ(Recd(i, j, µ) → Sent(j, i, µ))

MP3’ 〈P 〉+([P ]⊥ ∧ ∃e(H ′ed(e, i) ∧ ∃α(e = init(α, i))∧
∧∀e′(H ′ed(e′, i) → e′ = e)))∧
∧∀e(H ′ed(e, i) → (〈P 〉H ′ed(e, i)∨

∨(H(e, i) ∧ ∀e′(H(e′, i) → e′ = e))))

MP4’ H(e, i) → ([P ]¬H(e, i) ∧ [F ]¬H(e, i))

By MP1’ the events in the local of agent i are a linear, discrete order, whose first
element is an initial event, and whose following events are either send or receive events
or internal events. According to MP2’ each local state trivially satisfies MP2. By MP3’
there is a moment (the starting point) when the only event in an agent’s local state is the
initial event, and for every event already happened, either it happened at some point strictly
in the past, or it is the single event which happened in the last round. Finally, by MP4’
each event happens only once in a given run, thus satisfying MP4. MP1’-4’ are the basic
specifications for MPQIS. We underline that these specifications are defined by means of
only the predicative constantH .



As we pointed out above, synchronicity is a costly assumption in terms of computa-
tional resources in MPS. This remark prompts us to consider asynchronous MPS, where
agents have no common clock. To make this informal definition precise, we follow once
more [8]. First, we say that a set V of histories is prefix closed if whenever h ∈ V , ev-
ery non-empty prefix of h is in V as well. Then, we consider the following constraint for
AMPQIS:

MP5 The set R of runs in an AMPQIS includes all runs satisfying MP1-4 such that the
local states of agent i belong to Vi, for some prefix closed set Vi of histories.

This constraint implies that at roundm of a run r, each agent i considers possible that
any other agent j has performed only a proper subset r ′

j(m) of the actions listed in rj(m).
We can now prove themain result of this section: Proposition 4.4.3 in [8] can be restated

as a validity on the class of AMPQIS.We do not provide the full statement here, but we note
that this metatheoretical result can be restated as a formula in the first-order modal language
Ln. We introduce a relation of potential causality between events, as first discussed in [16].
This relation is intended to capture the intuition that event e might have caused event e ′.
Fix a subset G of A, the relation "→G holds between events e, e′ at a point (r, m) iff both e
and e′ occur by roundm in the run r, and

1. for some i, j ∈ G, e′ is a receive event and e is the corresponding send event, or

2. for some i ∈ G, events e, e′ are both in ri(m) and either e = e′ or e comes earlier
than e′ in ri(m), or

3. for some e′′, we have that e "→G e′′ and e′′ "→G e′ hold at (r, m).

Note that "→G is a partial order on events, it is also anti-symmetric by MP4. We can say
that two events e, e′ are concurrent iff e $"→G e′ and e′ $"→G e. Intuitively, the relation "→G

holds between events e and e′ iff it is possible for event e to causally affect event e ′. Two
events are concurrent if neither can affect the other. We say that (P σ, r, m) |= e "→G e′ if
e "→G e′ holds at (r, m).

Now we prove that the potential causality relation "→G is the closest we can come in
AMPS to an ordering of events, that is, even if the agents in G could combine all their
knowledge of the order Prec(e, e ′) on events, they could not deduce any more about this
ordering than is implied by the relation "→G. This is due to the fact that the delivery of
messages can be arbitrarily delayed in AMPS, and the agents might be unaware of this
because of asynchronicity. We refer to the appendix for a detailed proof.

Lemma 16 The following validity holds in the class of AMPQIS satisfying the specifica-
tions MP1-5 above:

AMPQIS |= ∀e, e′((e "→G e′) ↔ DGPrec(e, e′))

By virtue of the analysis above we remark that the quantified language we have in-
troduced has the power to express complex specifications, which identify metaproperties
about the semantical class under discussion. In particular, by using language L n we are
able to formalise various constraints on MPS such as reliability, authentication and perfect
recall. The traditional propositional specifications MP1-4 for MPS can be given formal
counterparts MP1’-4’ in Ln, which can be shown valid on the corresponding semantical
classes thereby signaling the general correctness of the approach.

5 Conclusions and Future Work
In this paper we analysed a quantified variant of interpreted systems and showed com-
pleteness for the axiomatisation QKT.S5n involving temporal and epistemic modalities on



the first-order language Ln. Retaining completeness seems noteworthy given the known
difficulties of these formalisms.

Further, we used this formalism to reason about message passing systems, a mainstream
framework to reason about asynchronous systems. In particular, we compared the results
obtained at first-order with what was already known at propositional level, and observed
that some properties in the latter setting become formal validities in the former.

Still, further work seems to be needed in this line of research. First, it seems interesting
to relax the assumption on the domain of quantification, and admit a different domainD i(s)
for each agent i and for each global state s. In such a framework we should check how to
modify the completeness proof for QKT.S5n to accommodate varying domains.

Moreover, we aim at extending the temporal fragment of our language with the next©
and until U operators. Completeness results are available for variousmonodic fragments of
such a language [31], and for the fragment with© over the rational numbers [19]. It is yet
to be checked whether these results extend to first-order languages with epistemic operators
as well. Also, we would like to analyse relevant classes of QIS, such as synchronous
QIS and QIS with perfect recall. We have sound and complete axiomatisations for these
structures at propositional level [8], but it is not clear whether these results extend to first-
order.
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B. Woźna, and A. Zbrzezny. VerICS: weryfikator dla automatów czasowych i specy-
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6 Appendix
Lemma 7 For every φ ∈ Ln, w ∈ W ,

(Mσ, w) |= φ iff (g(M)σ, r, w) |= φ

Proof. The proof of this lemma is by induction on the length of the formula φ. The
base of induction for φ = P k("t) or φ = (t = t′) follows by definition of the interpretation
I ′ in g(M). The inductive cases for the propositional connectives are straightforward.

For φ = Kiψ, (Mσ, w) |= φ iff for all w′ ∼i w, (Mσ, w′) |= ψ, iff for ri(w′) =
ri(w), (g(M)σ, r, w) |= φ, by definition of r and induction hypothesis, iff (g(M)σ, r, w) |=
φ.

The inductive cases for the other modal operators can be shown similarly.

Lemma 11 For every ψ ∈ L+
n ,

M′ |= ψ iff M |=p ψ

Proof. We first show that if the canonical modelM pseudo-validates ψ ∈ Ln, then
there is a tree-like structureM∗ which pseudo-validates φ as well. Then, fromM∗ we can
obtain aK-modelM′ satisfying lemma 11.

In order to define M∗ we need few more definitions. Let w, w ′ be worlds in W , a
path from w to w′ is a sequence 〈w1, l1, w2, l2, . . . , lk−1, wk〉 such that (1) w = w1 and
w′ = wk; (2) w1, . . . , wk ∈ W ; (3) each lj is either an agent or a set of agents; (4)
〈wj , wj+1〉 ∈ Rlj .

The reduction of a path 〈w1, i1, w2, i2, . . . , ik−1, wk〉 is obtained by replacing each
maximal consecutive subsequence 〈wq, iq, wq+1, iq+1, . . . , ir−1, wr〉 where iq = iq+1 =
. . . = ir−1 by 〈wq , iq, wr〉. A path is said to be reduced is it is equal to its reduction.

Given the canonicalmodelM = 〈W, R, <, D, I〉, we define a structureM∗ = 〈W ∗, R∗, <∗

, D, I∗〉 and a surjective function h : W ∗ → W such that (i) M∗ is a tree, that is,
for w, w′ ∈ W ∗ there is at most one reduced path from w to w ′; (ii) wR∗

i w
′ implies

h(w)Rih(w′); (iii) wR∗
Gw′ implies h(w)RGh(w′); (iv) w <∗ w′ implies h(w) < h(w′);

(v) 〈a1, . . . , ak〉 ∈ I∗(P k, w) iff 〈a1, . . . , ak〉 ∈ I(P k, h(w)).
We defineW ∗ by induction. LetW ∗

1 beW , and defineW ∗
k+1 as the set of worlds vw,l,w′

such thatw ∈ W ∗
k ,w′ ∈ W and l is an agent or group of agents. LetW ∗ =

⋃
k∈N W ∗

k , then
define h : W ∗ → W by letting h(w) = w, for w ∈ W ∗

1 and h(vw,l,w′) = w′, for w ∈ W ∗
k .

Further, R∗
l is the reflexive, symmetric and transitive closure of the relation defined for

w, w′ ∈ W ∗ if w′ = vw,l,w′′ , for some w′′ ∈ W , and h(w)Rlh(w′); while <∗ is the
relation defined for w, w′ ∈ W ∗ if h(w) < h(w′). Finally, I∗(P k, w) = I(P k, h(w)). By
results in [9]M∗ and h satisfy (i)-(v) above. In particular, we can show the following:

Proposition 17 For w ∈ W ∗, ψ ∈ L+
n ,

(M∗σ, w) |=p ψ iff (Mσ, h(w)) |=p ψ

Finally, we make use of the structureM∗ to define aK-modelM′ such that lemma 11
holds. DefineM′ = 〈W ′, R′, <′, D′, I ′〉 as follows:

• W ′ = W ∗, <′=<∗, D′ = D∗ and I ′ = I∗;

• R′
i is the transitive closure of R∗

i ∪
⋃

i∈G R∗
G.

Since the various R∗
i and R∗

G are reflexive, transitive and symmetric, R ′
i is an equiva-

lence relation. We state the following result aboutM ′ and refer to [9] for further details.



Proposition 18 For w ∈ W ′, ψ ∈ L+
n ,

(M′σ, w) |= ψ iff (M∗σ, w) |=p ψ

In conclusion, The canonical modelM pseudo-validates ψ ∈ Ln if and only if M∗

pseudo-validates ψ by proposition 17, iff by proposition 18 theK-modelM ′ validates ψ.

Lemma 12 For every ψ ∈ L+
n ,

M+ |= ψ iff M′ |= ψ

Proof. Let W ir = {w ∈ W ′ | w "<′ w} be the set of irreflexive worlds in M′ and
define the equivalence relation≈ onW r = {w ∈ W ′ | w <′ w} as w1 ≈ w2 iff w1 <′ w2

and w2 <′ w1. For every ≈-equivalence class a, define a map a() from the reals R onto a
such that for every w ∈ a, p ∈ R there are s, t ∈ R and

• s < p < t;

• a(s) = w = a(t).

This can be done as every ≈-equivalence class contains at most 2ℵ0 saturated sets of for-
mulas.

Further, for w ∈ W ir we set {w}(0) = w. Now we define the K-modelM+, where
W+ = {({w}, 0) | w ∈ W ir} ∪{ (a, p) | a is a ≈-equivalence class, p ∈ R} is the set of
possible worlds. The order<+ onW + is such that (a, p) <+ (b, s) iff

• a "= b and there are wa ∈ a, wb ∈ b and wa <′ wb; or

• a = b and p < s.

The relation <+ is a weakly connected, strict partial order on W +, in particular <+

is irreflexive. Also, the relation R+
i on W + such that (a, p)R+

i (b, s) iff a(p)R′
ib(s) is an

equivalence relation as R′
i is such. Finally, the domain D+ is equal to D′, and I+ is such

that 〈u1, . . . , uk〉 ∈ I+(P k, (a, p)) iff 〈u1, . . . , uk〉 ∈ I ′(P k, a(p)).
It is straightforward to check that (M+σ, (a, p)) |= ψ iff (M′σ, a(p)) |= ψ, so the

lemma follows.



Playing Cards with Wiebe

[Solving Knowledge Puzzles with “Exactly One” S5n]

Boris Konev, Clare Dixon, and Michael Fisher

Department of Computer Science, University of Liverpool, UK

1 Introduction

Temporal and modal logics have been widely used in the specification and verification of sys-
tems which require dynamic aspects or aspects that deal with knowledge, belief etc [6, 11, 9].
A particular area that Prof. van der Hoek has been closely involved in is that of the represen-
tation of knowledge and reasoning using epistemic logics [12]. We here particularly target his
work, with Ditmarsh and Kooi, on knowledge representation and actions such as public announce-
ments [15, 14]. Specifically, we are interested in the epistemic logic used to represent the knowl-
edge of players in a card game, as described in [13, 14]. In this simple game there are three
different cards; one a heart, one a spade and one a club. In the most basic scenario, one card is
dealt to one player, a further card is placed face down on the table and the final card is returned
(face down) to the card holder.

How should such situations be represented? A very popular approach is to use a logic of
knowledge, i.e. an epistemic logic, in order to represent the knowledge the player has [7]. Thus,
in such a logic, we can describe the knowledge a player has about the cards. If we move on to
a scenario involving multiple players, then the logical basis naturally extends to multi-dimensional
logics of knowledge [10] where multiple agents each have an associated notion of knowledge. We
can then reason not only about the agent’s knowledge of the cards, but also about the agent’s
knowledge of other agents, the agent’s knowledge of other agents’ cards, the agent’s knowledge
of other agents’ knowledge about the cards, and so on.

The description of the above scenario given in [14] is very interesting and, although a full logical
specification of the card scenario is not given, one can easily imagine what it would look like. A key
aspect that is often implicit within the description of the card-game scenario in [14] are the “exactly
one” aspects. Thus, a card is in exactly one suit, a player holds exactly one card, and each card
is in exactly one place, etc. While these aspects are implicit within the English description, they
are explicit within the models shown in [14]. Yet, in order to formalise these aspects within an
epistemic logic, typically an S5 modal logic, quite a few formulae are required.

It is here that we can involve our own work. Over recent years we have been investigating,
mechanising, and applying, temporal logics with additional constraints of the “exactly one” type
considered above [3, 4, 5]. In our work, each logic is parametrised by a set of propositions (or,
predicates in the first-order case) where exactly one of these propositions is satisfied at any tempo-
ral state. We have shown that, if problems can be described in such a logical framework, then not
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only is the description more succinct, but the decision procedure for the logic is simpler (reducing
certain aspects of the decision procedure from exponential to polynomial).

In this paper we will apply the same idea to epistemic logic, defining an “exactly one” variant
of S5 modal logic, and showing improved model size (and hence complexity). In particular, we
will provide a tableau-style algorithm for reasoning about such logics which allow “exactly one” (or
constrained) sets as input, tackle the card game example from [14], specify it in our constrained
epistemic logic, show the algorithm in action to prove certain properties described in [14].

We begin, in Section 2, by providing the syntax and semantics for a standard epistemic
logic [11, 7]. Section 3 describes the card playing example from [14] and specifies it using the
knowledge logic S5. In Section 4 we introduce the constrained logic SX5n showing the complexity
lower bound and in Section 5 we provide a tableau algorithm for this logic. We apply the tableau
to the card games introduced earlier in Section 6 and provide conclusions in Section 7.

2 Logic of Knowledge

In this section, we give the syntax and semantics of a multi-modal logic of knowledge S5n.

2.1 Syntax

The formulae of S5n are constructed using the following connectives and proposition symbols,
assuming a set of agents Ag = {1, . . . n}:

• a set, PROP, of proposition symbols, p, q, r, . . .;

• the constants false and true;

• the propositional connectives ¬, ∨, ∧, and ⇒; and

• a set of modal connectives Ki (where i ∈ Ag).

The set of (well-formed) formulae of S5n is defined by the following rules:

• any element of PROP is a formula;

• false and true are formulae;

• if A and B are formulae then so are ¬A, A ∨B, A ∧B, A ⇒ B, KiA where i ∈ Ag.

We define some particular classes of formulae that will be useful later.

Definition 1 A literal is either r, or ¬r where r is a proposition.

2.2 Semantics

A model structure, M , for S5n is a structure M = 〈S, R1, . . . , Rn, π〉, where:

• S is a set of states;
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• Ri ⊆ S × S, for all i ∈ Ag is the agent accessibility relation where Ri is an equivalence
relation;

• π : S × PROP → {true, false} is a valuation

As usual, we define the semantics of the language via the satisfaction relation ‘|=’. This relation
holds between pairs of the form 〈M, s〉 (where M is a model structure and s ∈ S), and S5n-
formulae. The rules defining the satisfaction relation are given below.

〈M, s〉 |= true

〈M, s〉 '|= false

〈M, s〉 |= q iff π(s, q) = true (where q ∈ PROP)

〈M, s〉 |= ¬φ iff 〈M, s〉 '|= φ

〈M, s〉 |= φ ∨ ψ iff 〈M, s〉 |= φ or 〈M, s〉 |= ψ

〈M, s〉 |= φ ∧ ψ iff 〈M, s〉 |= φ and 〈M, s〉 |= ψ

〈M, s〉 |= φ ⇒ ψ iff 〈M, s〉 '|= φ or 〈M, s〉 |= ψ

〈M, s〉 |= Kiφ iff ∀s′ ∈ S′ if (s, s′) ∈ Ri then 〈M, s′〉 |= φ

If there is a model structure M and state s such that 〈M, s〉 |= ϕ then ϕ is said to be satisfiable. If
〈M, s〉 |= ϕ for all states s and all states s then ϕ is said to be valid. As the set of modal relations
(for each agent i) are equivalence relations they satisfy all the following modal axioms.

K : , Ki(φ ⇒ ψ) ⇒ (Kiφ ⇒ Kiψ)
B : , φ ⇒ Ki¬Ki¬φ
T : , Kiφ ⇒ φ
D : , Kiφ ⇒ ¬Ki¬φ
4 : , Kiφ ⇒ KiKiφ
5 : , ¬Ki¬φ ⇒ Ki¬Ki¬φ

Thus, S5n is a multi-modal logic comprising n sub-logics, each of which is itself an S5 modal logic.

3 Wiebe Playing Cards

We now take the basic single-player card example from [14] and specify it in S5n.

Here, an agent (called Wiebe) can hold one of three cards. Each of these cards is in a different
suit: hearts, spades, or clubs. The cards are dealt so that Wiebe holds one, one is on the table,
and the final one is in a holder (aka deck). Following [14] we use simple propositions to represent
the position of the cards. So, if spadesw is true, then Wiebe holds a spade, if clubst is true, then
the clubs card is on the table, if heartsh is true, then the hearts card is in the holder, etc. Similarly,
Kwspadesw means that Wiebe knows he holds a spade. And so on.

Now we specify the above problem as follows.
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• Wiebe’s card is spades or hearts or clubs:

(spadesw ∨ clubsw ∨ heartsw) (1)

• but Wiebe cannot hold both spades and clubs, both spades and hearts, or both clubs and
spades:

¬(spadesw ∧ clubsw) ∧ ¬(spadesw ∧ heartsw) ∧ ¬(clubsw ∧ heartsw) (2)

• The card in the holder is spades or hearts or clubs:

(spadesh ∨ clubsh ∨ heartsh) (3)

• but the card holder cannot contain both spades and clubs, both spades and hearts, or both
clubs and spades:

¬(spadesh ∧ clubsh) ∧ ¬(spadesh ∧ heartsh) ∧ ¬(clubsh ∧ heartsh) (4)

• The card on the table is spades or hearts or clubs:

(spadest ∨ clubst ∨ heartst) (5)

• but the card on the table cannot be both spades and clubs, both spades and hearts, or both
clubs and spades:

¬(spadest ∧ clubst) ∧ ¬(spadest ∧ heartst) ∧ ¬(clubst ∧ heartst) (6)

• The spades card must be either held by Wiebe or be in the holder or be on the table:

(spadesw ∨ spadesh ∨ spadest) (7)

• but cannot be in more than one place:

¬(spadesw ∧ spadesh) ∧ ¬(spadesw ∧ spadest) ∧ ¬(spadesh ∧ spadest) (8)

• Similarly with the hearts card:

(heartsw ∨ heartsh ∨ heartst)
∧

¬(heartsw ∧ heartsh) ∧ ¬(heartsw ∧ heartst) ∧ ¬(heartsh ∧ heartst)
(9)

• And with the clubs card:

(clubsw ∨ clubsh ∨ clubst)
∧

¬(clubsw ∧ clubsh) ∧ ¬(clubsw ∧ clubst) ∧ ¬(clubsh ∧ clubst)
(10)

• Wiebe knows all the above statements. For example, formula (3K) is

Kw(spadesh ∨ clubsh ∨ heartsh)

If, at some point, Wiebe looks at his card and sees it is clubs (but still has not seen the identity of
the card in the holder or on the table) then additionally both clubsw and Kwclubsw.

4



4 SX5n— “Exactly One” sets in Epistemic Logic

The logic we consider is called “SX5n”, and its syntax and semantics essentially follow that given
above.

The main novelty in SX5n is that it is parametrised by “exactly-one”-sets P1, P2,. . . , and the
formulae of TLX(P1,P2, . . .) are constructed under the restrictions that exactly one proposition
from every set Pi is true in any state. Furthermore, we assume that there exists a set of proposi-
tions in addition to those defined by the parameters, and that these propositions are unconstrained
as normal. Thus, SX5n() is essentially a standard S5 logic of knowledge while SX5n(P,Q,R) is
a knowledge logic containing at least the propositions P ∪ Q ∪ R, where P = {p1, p2, . . . , pl},
Q = {q1, q2, . . . , qm}, and R = {r1, r2, . . . , rn} and also satisfying the constraint that, for each
state, exactly one of P, exactly one of Q, and exactly one of R holds.

4.1 Complexity

We begin by showing that SX5n has an NP-Hard lower bound.

Lemma 1 The satisfiability problem for SX51 formulae, even when no variable is unconstrained,
is NP-hard.

Proof We reduce the Boolean satisfiability problem to satisfiability of SX51 formulae. Let φ be a
Boolean formula over variables x1,. . . , xn. Let ψ = s ∧ φ′, where s is a new proposition and φ′ is
obtained from φ by replacing every occurrence of a proposition xi with the expression K¬xi, where
xi is a new proposition, and let X = {s, x1, . . . , xn} be the ‘exactly one’ constraint. Notice that the
size of ψ is linear in size of φ.

For example, if φ = x1∧(¬x1∨¬x2) then ψ = s∧K¬x1∧(¬K¬x1∨¬K¬x2) and X = {s, x1, x2}.
We show that the Boolean formula φ is satisfiable if, and only if, the SX51 formula ψ with X is
satisfiable.

Clearly, if ψ is satisfiable, φ is satisfiable. Indeed, suppose ψ is true in a Kripke frame M.
Then there must exist a world a ∈ M such that (M, a) |= ψ. We define an assignment A as
follows: A(xi) = true if, and only if, (M, a) |= K¬xi. Since φ′ is obtained from φ by renaming every
occurrence of xi with K¬xi we have A |= φ.

Conversely, we show how to construct a model M for ψ given A, a satisfying assignment for
φ. The worlds of the Kripke frame are sets of literals as follows:

D = {{s,¬x1, . . . ,¬xn}}
⋃
{{xi,¬s,∪j "=i¬xj} | A(xi) = false}

In the example above the only satisfying assignment for φ is A = {x1,¬x2} and so D =
{{¬s,¬x1,¬x2}, {x2,¬s,¬x1}}.

The relation R is the full relation on D and (M, a) |= p, for any variable p ∈ {s, x1, . . . , xn}, if,
and only if, p ∈ a (every a is a set of literals). Notice that (M, {s,¬x1, . . . ,¬xn}) |= K¬xi if, and only
if, {xi,¬s,∪j "=i¬xj} %∈ D if, and only if, (by construction of D) A(xi) = true. Since φ′ is obtained
from φ by renaming every occurrence of xi with K¬xi we have (M, {s,¬x1, . . . ,¬xn}) |= ψ. !

Observation 1 Let φ be an SX5n formula such that every proposition in φ is constrained. Then
satisfiability of φ can be decided in polynomial space.
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Proof Since every proposition in φ is constrained, there are polynomially many consistent sets of
propositions. Thus, the size of a Kripke frame for φ is polynomial. !

5 Tableau for SX5n

Next we introduce a tableau algorithm for SX5n. Consider an SX5n formula ϕ to be shown satis-
fiable. The algorithm constructs sets of extended assignments of propositions and modal subfor-
mulae i.e. a mapping to true or false, that satisfy both the exactly one sets and ϕ. However, rather
than using the usual alpha and beta rules (see for example the modal tableau in [11, 16]) these
are constructed using a DPLL-based expansion [1]. Next the algorithm attempts to satisfy formu-
lae of the form ¬Kiψ made true in such an extended assignment by constructing Ri successors
which are themselves extended assignments which must satisfy particular subformulae (and the
exactly one sets). We begin with some definitions.

Definition 2 If ϕ is an SX5n formula, then sub(ϕ) is the set of all subformulae of ϕ:

sub(ϕ) =






{ϕ} if ϕ ∈ PROP or ϕ = true or ϕ = false
{¬ψ} ∪ sub(ψ) if ϕ = ¬ψ
{ψ ∗ χ} ∪ sub(ψ) ∪ sub(χ) if ϕ = ψ ∗ χ where ∗ is ∨,∧ or ⇒
{Kiψ} ∪ sub(ψ) if ϕ = Kiψ

A formula ψ ∈ sub(ϕ) is a modal subformula of ϕ if, and only if, ψ is of the form Kiψ′ for some ψ′.

Definition 3 Let ϕ be an SX5n formula, PROP(ϕ) be the set of all propositions occurring in ϕ,
and MOD(ϕ) be the set of all modal subformulae of ϕ. We assume, w.l.o.g., that Pi ⊆ PROP(ϕ)
for i : 1 ≤ i ≤ n. An extended assignment ν for ϕ is a mapping from PROP(ϕ) ∪ MOD(ϕ) to
{true, false}.

Every extended assignment ν can be represented by a set of formulae

∆ν =
⋃

p ∈ PROP(ϕ)
ν(p) = true

{p}∪
⋃

p ∈ PROP(ϕ)
ν(p) = false

{¬p}∪
⋃

Kiψ ∈ MOD(ϕ)
ν(Kiψ) = true

{Kiψ}∪
⋃

Kiψ ∈ MOD(ϕ)
ν(Kiψ) = false

{¬Kiψ}

Let ψ be an SX5n formula such that PROP(ψ) ⊆ PROP(ϕ) and MOD(ψ) ⊆ MOD(ϕ). An
extended assignment ν for ϕ is compatible with ψ if, and only if, the following conditions hold.

• For every set Pi, there exists exactly one proposition p ∈ Pi such that ν(p) = true (and so
ν(q) = false for all q ∈ Pi, q )= p).

• The result of replacing every occurrence of a proposition p ∈ PROP(ψ) in ψ with ν(p) and
every occurrence of a modal subformula Kiψ′ ∈ MOD(ψ), such that Kiψ′ is not in the scope
of another modal operator in ψ, with ν(Kiψ′) evaluates to true.

• If ν(Kjχ) = true, for some modal subformula χ of ψ, then ν is compatible with χ.

We denote N (ϕ) the set of all extended assignments of ϕ.
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Example 2 Let P1 = {p, q} and ϕ = ¬K1(p∧K2¬p). Suppose ψ is ϕ itself. Consider the extended
assignment ν1 represented by the set ∆ν1 = {p,¬q,¬K1(p ∧ K2¬p), K2¬p}. Then the first two
conditions of compatibility with ψ hold true. Notice, however, that ν1 is not compatible with ψ since
ν1(K2¬p) = true but ¬p evaluates to false under ν1. The extended assignment ν2 represented by
the set ∆ν2 = {p,¬q,¬K1(p∧K2¬p),¬K2¬p} is compatible with ψ. Also the extended assignment
ν3 represented by the set ∆ν3 = {¬p, q,¬K1(p ∧K2¬p), K2¬p} is compatible with ψ.

Lemma 3 Let ϕ be an SX5n formula and ψ its subformula. Then the set of all extended assign-
ments for ϕ compatible with ψ can be computed in O

(
|P1|× . . .× |Pn|× 2|A| × 2k

)
time, where |Pi|

is the size of the set Pi of constrained propositions, |A| is the size of the set A of non-constrained
propositions, and k is the number of Ki operators in ϕ.

Proof The set of all extended assignments compatible with ψ can be constructed by the DPLL
algorithm, where we first split on elements of Pi (that requires O(|P1|× . . .× |Pn|) time) and then
on elements of A and MOD(ϕ). !

We now move on to the model-like structures that will be generated by the tableau algorithm.
Note that State = {s, s′, . . .} is the set of all states.

Definition 4 Let ϕ be an SX5n formula. A structure, H, is a tuple H = (S, R1, . . . , Rn, L), where:

• S ⊆ State is a set of states;

• Ri ⊆ S × S represents an accessibility relation over S for agent i ∈ Ag;

• L : S → N (ϕ) labels each state with an extended assignment for ϕ.

The tableau algorithm first expands the structure and then contracts it. We try to construct a
structure from which a model may possibly be extracted, and then delete states in this structure
that are labelled with formulae such as ¬Kip which are not satisfied in the structure. Expansion
uses the formulae in the labels of each state to build Ri successors.

Given the SX5n formula ϕ to be shown unsatisfiable, perform the following steps.

1. Initialisation.
First, set

S = R1 = · · · = Rn = L = ∅.
Construct F , the set of all extended assignments for ϕ compatible with ϕ. For each νi ∈ F
create a new state si and let L(si) = νi and S = S ∪ {si}.

2. Creating Ri successors.
For any state s labelled by an extended assignment ν, i.e. L(s) = ν for each formula of the
form ¬Kiψ ∈ ∆L(s) create a formula

ψ′ = ¬ψ ∧
∧

Kiχ∈∆L(s)

χ ∧
∧

Kiχ∈∆L(s)

Kiχ ∧
∧

¬Kiχ∈∆L(s)

¬Kiχ

For each ψ′ above construct F , the set of all extended assignments for ϕ compatible with ψ′

and for each member ν ∈ F if there exists a state s′′ ∈ S such that ν = L(s′′) then add (s, s′′)
to Ri, otherwise add a new state s′ to S, labelled by L(s′) = ν, and add (s, s′) to Ri.
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3. Contraction.

Continue deleting any state s where there exists a formula ψ ∈ ∆L(s) such that ψ is of the
form ¬Kiχ and there is no state s′ ∈ S such that (s, s′) ∈ Ri and L(s′) is compatible with ¬χ;

until no further deletions are possible.

If ϕ is a formula then we say the tableau algorithm is successful if, and only if, the structure
returned contains a state s such that ϕ is compatible with L(s). We claim that a formula ϕ is S5n

satisfiable if, and only if, the tableau algorithm performed on ϕ is successful.

Theorem 4 Let P1,. . . , Pn be sets of constrained propositions, and ϕ be an SX5n(P1, . . . ,Pn)
formula such that

⋃n
i=1 Pi ⊆ PROP(ϕ). Then

• ϕ is satisfiable if, and only if, the tableau algorithm applied to ϕ returns a structure
(S, η, R1, . . . , Rn, L) in which there exists a state s ∈ S such that ϕ is compatible with L(s).

• The tableau algorithm runs in time polynomial in
(
k × |P1|× . . .× |Pn|× 2|A|+k

)
, where |Pi|

is the size of the set Pi of constrained propositions, |A| is the size of the set A of non-
constrained propositions, and k is the number of Ki operators in ϕ.

Proof The correctness and completeness of the tableau algorithm can be proved by adapting the
correctness and completeness proof given in [16]. The only difference between the two algorithms
is that the algorithm in [16] applies propositional tableau expansion rules to formulae and the one
given above uses DPLL-based expansion.

For the second part of the theorem, notice that the number of nodes in any structure does not
exceed

(
|P1|× . . .× |Pn|× 2|A|+k

)
. When creating Ri successors, we consider at most k formulae

of the form ¬Kiψ ∈ ∆ν , and, by Lemma 3, the set of all extended assignments for ϕ compatible
with ψ′ can be computed in O

(
|P1|× . . .× |Pn|× 2|A|+k

)
time. Building the structure and applying

the contraction rule can be implemented in time polynomial in the structure size. !

6 Modelling Wiebe’s Card Game using SX5n

Here we demonstrate the tableau algorithm applied to the card playing scenario described previ-
ously.

6.1 A Single Agent Game

Next we consider the card game described above. We can model this with six exactly one sets
SX5n(P1, P2, P3, P4, P5, P6) where

• P1 = {spadesw, clubsw, heartsw} — Wiebe has exactly one card.

• P2 = {spadesh, clubsh, heartsh} — exactly one card is in the holder.

• P3 = {spadest, clubst, heartst} — exactly one card is on the table.

• P4 = {spadesw, spadesh, spadest} — the spades card is in exactly one place.

• P5 = {clubsw, clubsh, clubst} — the clubs card is in exactly one place.

8



• P6 = {heartsw, heartsh, heartst} — the hearts card is in exactly one place.

We assume that initially Wiebe holds the clubs card and he knows this (clubsw and Kwclubs).
Let us prove that Wiebe knows that either hearts is in the holder or spades is in the holder (i.e.
Kw(heartsh ∨ spadesh)).

We try to apply the tableau algorithm to (clubsw∧Kwclubsw) ⇒ Kw(heartsh∨spadesh). Negat-
ing to give ϕ = ¬((clubsw ∧Kwclubsw) ⇒ Kw(heartsh ∨ spadesh)) we obtain two extended assign-
ments ν0 and ν1 for ϕ compatible with ϕ. We construct two sets s0 and s1 such that L(s0) = ν0

and L(s1) = ν1. The following are the set of formulae ∆L(s0) and ∆L(s1) associated with these. To
save space we assume that if propositions are not listed in the sets they are false.

∆L(s0) = {clubsw, Kwclubsw,¬Kw(heartsh ∨ spadesh), spadesh, heartst}
∆L(s1) = {clubsw, Kwclubsw,¬Kw(heartsh ∨ spadesh), heartsh, spadest}

Next we try to create an Rw successor to satisfy ¬Kw(heartsh ∨ spadesh). That is we try to
construct the set of extended assignments for ϕ compatible with ψ where

ψ = ¬(heartsh ∨ spadesh) ∧ clubsw ∧Kwclubsw ∧ ¬Kw(heartsh ∨ spadesh)

The set of extended assignments for ϕ compatible with ψ is empty. Essentially any assignment
ν compatible with ψ must have ν(heartsh) = false and ν(spadesh) = false and ν(clubsw) =
true. However, given the first two of these, the exactly one set P2 forces ν(clubsh) = true which
contradicts with ν(clubsw) = true and the exactly one set P5.

So we can construct no Rw successors to either s0 or s1. Both ∆L(s0) and ∆L(s1) contain
¬Kw(heartsh ∨ spadesh) and there is no state sj such that (s0, sj) ∈ Rw or (s1, sj) ∈ Rw such
that L(sj) is compatible with ¬(heartsh ∨ spadesh). Hence s0 and s1 are deleted and the tableau
algorithm is unsuccessful so ϕ is unsatisfiable and the original formula is valid.

6.2 A Multi-Agent Game

Next we extend the previous example allowing more than one agent. As before we have the agent
Wiebe and introduce a new agent called Marta. Wiebe and Marta each hold one of three cards:
hearts, spades, or clubs. The cards are dealt so that Wiebe holds one, Marta holds one and one
is on the table. We assume that Wiebe holds the clubs card, Marta holds the hearts card and
they both have both looked at their cards so Wiebe knows he holds clubs and Marta knows she
holds hearts. Modelling this scenario we replace the propositions heartsh, spadesh, and clubsh

by heartsm, spadesm, and clubsm denoting that Marta holds the hearts, spades or clubs card
respectively. We have the same exactly one sets P1 − P6 as previously but with the propositions
subscripted by h replaced by those subscripted by m. We try to prove that Wiebe knows that Marta
considers that it is possible that Wiebe holds the clubs card, i.e. Kw¬Km¬clubsw.

Thus we attempt to prove (Kwclubsw ∧ clubsw ∧ Kmheartsm ∧ heartsm) ⇒ Kw¬Km¬clubsw.
As before we negate and apply the tableau algorithm to

ϕ = ¬((Kwclubsw ∧ clubsw ∧Kmheartsm ∧ heartsm) ⇒ Kw¬Km¬clubsw)

We first construct the set of extended assignments of ϕ compatible with ϕ. We obtain one set
ν0 so we construct a state s0 such that L(s0) = ν0. The set of formulae representing this extended
assignment is:

∆L(s0) = {Kwclubsw, clubsw, Kmheartsm, heartsm,¬Kw¬Km¬clubsw,¬Km¬clubsw, spadest}
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As ∆L(s0) contains ¬Kw¬Km¬clubsw we must try to construct an extended assignment, ν, for ϕ
which is compatible with ψ where

ψ = ¬¬Km¬clubsw ∧ clubsw ∧Kwclubsw ∧ ¬Kw¬Km¬clubsw

There are no such assignments. From the first conjunct any extended assignment, ν, must make
ν(Km¬clubsw) = true and therefore must make ν(clubsw) = false. However from the second
conjunct the assignment must make ν(clubsw) = true which gives a contradiction.

As ∆L(s0) also contains ¬Km¬clubsw we would next continue by trying to construct the ex-
tended assignments for ϕ which are compatible with ψ′ where

ψ′ = ¬¬clubsw ∧ heartsm ∧Kmheartsm ∧ ¬Km¬clubsw.

However, when we come to the deletion phase as ∆L(s0) contains ¬Kw¬Km¬clubsw and there is
no state sj such that (s0, sj) ∈ Rw such that L(sj) is compatible with ¬¬Km¬clubsw. and we would
delete s0. Hence the tableau is unsuccessful so ϕ must be unsatisfiable and the original formula
valid.

Remark In the above two example to make sure ϕ contains all the propositions from the con-
strained set, we can conjoin φ with a tautology (p∨¬p) for every proposition p such that p ∈ Pi, for
some i, but p does not occur to ϕ. We omit such tautological conjuncts for presentation purposes.

7 Conclusions and Related Work

We have taken recent ideas relating to temporal logics which allow the input of sets of proposition
where exactly one from each set must hold and have adapted them to the framework of multi-
modal logics of knowledge. We have motivated the need for such constraints by considering a
particular card game discussed in [13, 14]. We have provided a tableau based algorithm to prove
SX5n formulae which replaces the usual alpha and beta rules with a DPLL-based expansion.
We show the lower bound for such logics is NP-Hard and provide a complexity analyisis for the
developed tableau algorithm. This shows that the tableau is useful when applied to problems
with a large number of constrained propositions and a comparatively low number of unconstrained
propositions and modal operators in the formula to be proved.

We can also see, at least for one particular example, how much more succinct the new logic
is than the standard. If we look at the difference between the set of formulae in Section 3 and
the set required in Section 6, we see significant improvement in succinctness. For other, similar,
problems we can expect equally impressive results.

For future work in this area we will consider two aspects.

1. The extension of SX5n with temporal aspects, providing an “exactly one” analogue of stan-
dard temporal logic of knowledge [7]. We believe this will combine the benefits of the SX5n

logic developed here, with the “exactly one” temporal logic considered in [4] and will therefore
provide a more succinct and efficient framework in which to describe and verify scenarios
concerning dynamic knowledge.
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2. Just as Prof. van der Hoek, et al, tackled the evolution of epistemic scenarios with public
announcements through the medium of Dynamic Epistemic Logic [13, 14], so we aim to
provide a more succinct version (using (1) above) capturing public announcements in an
“exactly one” temporal logic of knowledge.
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Abstract

Alternating-time temporal logic (ATL) is one of the most influential log-
ics for reasoning about agents’ abilities. Constructive Strategic Logic (CSL)
is a variant of ATL for imperfect information games that allows to express
strategic and epistemic properties of coalitions under uncertainty. In this pa-
per, we propose a logic that extends CSL with a notion of plausibility that can
be used for reasoning about the outcome of rational behavior (in the game-
theoretical sense). Moreover, we show how a particular notion of beliefs can
be defined on top of plausibility. The resulting logic, CSLP, turns out to be
very expressive.

We show that beliefs satisfy axioms KD45 in the logic. We also demon-
strate how solution concepts for imperfect information games can be charac-
terized and used in CSLP and that the model checking complexity increases
only slightly when plausibility and rational beliefs are added.
Keywords: temporal logic, imperfect information games, knowledge and be-
liefs.

This is a slightly revised version of a paper which will appear in the proceedings of
the 8th International Conference on Autonomous Agents and Multiagent Systems
AAMAS’09, to be held on May 10–15, 2009 in Budapest, Hungary.

1 Introduction

Alternating-time temporal logic (ATL) [1, 2] is one of the most influential logics for
reasoning about abilities of agents with perfect information. The key constructs are
cooperation modalities 〈〈A〉〉 where A is a group of agents. The reading of 〈〈A〉〉γ
is that agents A have a collective strategy to enforce γ. In [9] a variant of ATL
for imperfect information scenarios has been proposed. The logic, called Con-
structive Strategic Logic (CSL), unified several attempts to incorporate epistemic
concepts into ATL, and solved various problems of these previous attempts. How-
ever, it included only strategic and epistemic modalities; in particular, doxastic and
rationality concepts were absent.
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On the other hand, another extension of ATL, called ATL with Plausibility
(ATLP), has been proposed in [10, 4] for reasoning about rational or plausible
behavior.1 That logic allowed to describe and/or impose rationality assumptions
on (a subset of) agents, and to reason about the outcome of the play if irrational
behavior was disregarded. For example, one might assume that agents are not com-
pletely dumb and do not play dominated strategies (in the game-theoretical sense).
Such assumptions allow to restrict the vast number of possibilities each agent has
to consider.

In this paper we present Constructive Strategic Logic with Plausibility (CSLP),
a combination of CSL and ATLP where the new language goes far beyond the pure
union of both logics. Firstly, the plausibility concept allows us to neatly define the
relationship between epistemic and doxastic concepts, in a similar way to [3]. As
the basic modality we introduce weak constructive rational beliefs: CWA (com-
mon beliefs), DWA (distributed beliefs), and EWA (mutual beliefs). The term
constructive is used in the same sense as in [10, 4], where it referred to an “op-
erational” kind of knowledge that, in order to “know how to play”, requires the
agents to be able to identify and execute an appropriate strategy. Like for CSL, the
semantics of CSLP is non-standard: formulae are interpreted in sets of states. For
example, the intuitive reading of M,Q |= 〈〈A〉〉γ is that agents A have a collective
strategy which enforces γ from each state in Q. Thanks to the plausibility concept
provided by ATLP we can define knowledge and rational beliefs on top of weak
beliefs. We point out that our notion of rational belief is rather specific, and show
interesting properties of knowledge, rational belief, and plausibility. In particular,
it is shown that knowledge and belief are KD45 modalities.

We show that CSLP is very expressive, and we demonstrate how solution con-
cepts for imperfect information games can be characterized and used in CSLP. It
also turns out that, despite the logic’s expressiveness, the model checking complex-
ity does not increase when compared to ATLP, and increases only slightly compared
to CSL when plausibility and rational beliefs are added.

1.1 Related Work

Our idea to build beliefs on top of plausibility has been inspired by [14, 8]. In [3],
we extended CTLK [13], a straightforward combination of the branching-time logic
CTL [6] and standard epistemic logic [7], by a notion of plausibility which in turn
was used to define a particular notion of beliefs. Plausibility assumptions were
defined in terms of paths in the underlying system. Then, agent’s beliefs were
given by his knowledge if only plausible paths were considered.

Another source of inspiration is [17, 16], where the semantics of ability was
influenced by particular notions of rationality. We generalized these ideas in [10,
4]. Semantically, a subset of strategies (behaviors) was identified as rational in the
model; a typical formula was Pl B〈〈A〉〉γ with the following reading: Agents A can

1In this paper we use the terms rational and plausible interchangeably.
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enforce γ if agents in B act rationally. We showed how one can use the logic to
characterize solution concepts (Nash equilibria, Pareto optimal profiles etc.), and
reason about the outcome of rational play.

The current paper is an attempt to integrate the notions of time, knowledge,
belief, strategic ability, rationality, and uncertainty in a single logical framework.

2 CSL with Plausibility

We start with an informal presentation of the idea. Then, we describe the formal
syntax and semantics, and we discuss the new operators in more detail.

2.1 Agents, Beliefs, and Rational Play

In the following, let A ⊆ Agt be a team of agents where Agt denotes the set of all
agents. Formulae are interpreted given a model M and a set of states Q. The read-
ing of M,Q |= 〈〈A〉〉γ is that agents A have a collective strategy which enforces γ
from all states in Q. PlA ϕ assumes that agents in A play plausibly according to
some rationality criterion which can be set (resp. refined) by operators (set-pl ω)
(resp. (refn-pl ω)). The set of such rational agents is denoted by Rgt. Plausibil-
ity terms ω refer to sets of strategy profiles that implement the rationality criteria.
Finally, the logic includes operators for constructive weakly rational belief (con-
structive weak belief /cwb in short): CWAϕ (agents A have common cwb in ϕ);
EWAϕ (agents A have mutual cwb in ϕ); and DWAϕ (agents A have distributed
cwb in ϕ). Semantically, the cwb operators yield “epistemic positions” of team A
that serve as reference for the semantic evaluation of strategic formulae.

Consider formula EWAPlAgt\A 〈〈A〉〉!safe (coalition A has a constructive
mutual weak belief that they can keep the system safe forever if the opponents
behave rationally) in model M and set of states Q. Firstly, Q is extended with all
states indistinguishable from some state in Q for any agent from A. Let us call the
extended set Q′. Now, A have cwb in PlAgt\A 〈〈A〉〉!safe iff they have a strategy
that maintains safe from all states in Q′ assuming that implausible behavior for the
agents in Agt \ A is disregarded.

Later, we will define strongly rational beliefs (resp. knowledge) as a special
case of cwb’s in which all agents are (resp. no agent is) assumed to play plausibly.

2.2 Syntax

The language of Constructive Strategic Logic with Plausibility (CSLP) includes
atomic propositions, Boolean connectives, strategic formulae, operators for con-
structive weakly rational beliefs, and operators that handle plausibility updates.
As we will see, standard/constructive strongly rational beliefs and knowledge can
be defined on top of these.
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Definition 1 (LCSLP) Let Agt be a set of agents, Π a set of propositions, and Ω a
set of primitive plausibility terms. The logic LCSLP(Agt,Π,Ω) is generated by the
following grammar:

ϕ ::= p |¬ϕ |ϕ ∧ ϕ |〈〈A〉〉 !ϕ | 〈〈A〉〉!ϕ | 〈〈A〉〉ϕU ϕ | CWAϕ | EWAϕ |
DWAϕ | PlA ϕ | (set-pl ω)ϕ | (refn-pl ω)ϕ.

The temporal operators !,!, U stand for “next”, “always”, and “until”, re-
spectively. We use the standard definitions of derived Boolean connectives ∨,
→,↔, plus the following derived modalities: "ϕ ≡ (U ϕ (sometime), Nowϕ ≡
ϕU ϕ (now), Waϕ ≡ CW{a}ϕ (individual cwb), CWAϕ ≡ CWA〈〈∅〉〉Nowϕ,
EWAϕ ≡ EWA〈〈∅〉〉Nowϕ, DWAϕ ≡ DWA〈〈∅〉〉Nowϕ (standard weak belief,
wb), Waϕ ≡ CW{a}ϕ (individual wb), Pl ≡ PlAgt (reasoning under the assump-
tion that all agents behave plausibly), and Ph ≡ Pl∅ (reasoning about outcome of
all “physically” possible behaviors). Finally, we define operators for constructive
and standard strongly rational belief (csb) as:

Bela ≡ WaPl , CBelA ≡ CWAPl ,
EBelA ≡ EWAPl , DBelA ≡ DWAPl ,
Bela ≡ PhWaPl , CBelA ≡ PhCWAPl ,
EBelA ≡ PhEWAPl , DBelA ≡ PhDWAPl ,

and the constructive and standard knowledge operators as:
Ka ≡ PhWa, CA ≡ PhCWA, EA ≡ PhEWA,
DA ≡ PhDWA, Ka ≡ PhWa, CA ≡ PhCWA,
EA ≡ PhEWA, DA ≡ PhDWA.

We will show in Section 2.4 that these definitions capture the respective notions
of knowledge and belief appropriately.

2.3 Semantics

Firstly, we introduce the basic models of time, action, and knowledge.

Definition 2 (CEGS) A concurrent epistemic game structure (CEGS) is a tuple M =
〈Agt, St, Π,π, Act, d, o,∼1, . . . ,∼k〉, with: a nonempty finite set of all agents
Agt = {1, ..., k}, a nonempty set of states St, a set of atomic propositions Π,
a valuation of propositions π : St → 2Π, and a nonempty finite set of atomic
actions Act. ∼1, ...,∼k⊆ St × St are epistemic equivalence relations; q ∼a q′

means that, while the system is in state q, agent a cannot determine whether it is in
q or q′. Function d : Agt× St → 2Act defines nonempty sets of actions available
to agents at each state, with d(a, q) = d(a, q′) for q ∼a q′. Finally, o is a (deter-
ministic) transition function that assigns the outcome state q′ = o(q, α1, . . . ,αk)
to state q and a tuple of actions 〈α1, . . . ,αk〉, αi ∈ d(i, q), that can be executed by
Agt in q.

Remark 1 Relations ∼E
A, ∼C

A and ∼D
A , used to model group epistemics, are de-

rived from the individual relations of agents from A. First, ∼E
A is the union of
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relations ∼a, a ∈ A. Next, ∼C
A is defined as the transitive closure of ∼E

A. Finally,
∼D

A is the intersection of all the ∼a, a ∈ A.

A strategy sa of agent a is a conditional plan that specifies what a is going to do
for every possible situation: sa : St → Act such that sa(q) ∈ d(a, q). A collective
strategy sA for a group of agents A is a tuple of strategies, one per agent from A.
Strategy sa is uniform iff q ∼a q′ implies sa(q) = sa(q′); a collective strategy
is uniform iff it consists of only uniform individual strategies. We denote the set
of uniform strategies of agent a by Σa; the set of uniform collective strategies of
team A is given by ΣA = ×a∈AΣa, and the set of all uniform strategy profiles by
Σ =Σ Agt.

Definition 3 (CEGSP, plausibility model) A concurrent epistemic game structure
with plausibility (CEGSP) is given by M = 〈Agt, St, Π,π, Act, d, o,∼1, . . . ,∼k

,Υ, Rgt,Ω, [[·]]〉, where 〈Agt, St, Π,π, Act, d, o,∼1, . . . ,∼k〉 is a CEGS, Υ ⊆ Σ
is a set of plausible strategy profiles (called plausibility set), Rgt ⊆ Agt is a set of
rational agents (i.e., the agents to whom the plausibility assumption will apply), Ω
is a set of plausibility terms, and [[·]] : Ω× 2St → Σ is a plausibility mapping that
provides denotation of the terms.2 We refer to (Υ, Rgt) as the plausibility model
of M . When necessary, we write XM to denote the element X of model M .

Note that imposing strategic restrictions on a subset Rgt of agents can be desir-
able due to several reasons. It might, for example, be the case that only information
about the proponents’ play is available; hence, assuming plausible behavior of the
opponents is neither sensible nor justified. Or, even simpler, a group of (simple
minded) agents might be known not to behave rationally.

Consider now formula 〈〈A〉〉γ: The team A looks for a strategy that brings about
γ, but the members of the team who are also in Rgt can only choose plausible
strategies. The same applies to A’s opponents that are contained in Rgt.

Definition 4 (Plausibility of strategies) Let sA|B be the (A∩B)’s substrategy of
sA, and Υ|B = {sB ∈ ΣB | ∃s ∈ Υ s|B = sB}. We say that sA is plausible iff
Rgt’s substrategy in sA is part of some strategy profile in Υ, i.e., if sA|A∩Rgt ∈
Υ|A∩Rgt .

By Σ∗ we denote the set of all plausible strategy profiles in the model. That is,
Σ∗ = {s ∈ Σ | s|Rgt ∈ Υ|Rgt}. Note that sA is plausible iff sA ∈ Σ∗|A.

A computation or path λ = q0q1 · · · ∈ Stω is an infinite sequence of states
such that there is a transition between each qi, qi+1. By λ[i] = qi we denote the i-
th state of λ. Λ denotes all paths in the model, and Λ(q) the set of all paths starting
in q.

2In this section, the denotation of such terms is fixed; in Section 4 we present a more flexible
version.
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Definition 5 (Plausible outcome paths) The plausible outcome, out(q, sA), of strat-
egy sA from state q is defined as the set of paths (starting from q) which can occur
when only plausible strategy profiles can be played and agents in A follow sA; that
is, out(q, sA) = {λ ∈ Λ(q) | ∃t ∈ Σ∗ t|A = sA and out(q, t) = {λ}}

Now we define the notion of formula ϕ being satisfied by a (non-empty) set
of states Q in model M , written M,Q |= ϕ. We will also write M, q |= ϕ as
a shorthand for M, {q} |= ϕ. Note that it is the latter notion of satisfaction (in
single states) that we are ultimately interested in – but it is defined in terms of the
(more general) satisfaction in sets of states. Let img(q,R) be the image of state
q with respect to binary relation R, i.e., the set of all states q′ such that qRq′.
Moreover, we use out(Q, sA) as a shorthand for

⋃
q∈Q out(q, sA), and img(Q,R)

as a shorthand for
⋃

q∈Q img(q,R). The semantics is given through the following
clauses.

M,Q |= p iff p ∈ π(q) for every q ∈ Q;

M,Q |= ¬ϕ iff M,Q #|= ϕ;

M,Q |= ϕ ∧ ψ iff M,Q |= ϕ and M,Q |= ψ;

M,Q |= 〈〈A〉〉 !ϕ iff there exists sA ∈ Σ∗|A such that, for every λ ∈ out(Q, sA),
we have that M, {λ[1]} |= ϕ;

M,Q |= 〈〈A〉〉!ϕ iff there exists sA ∈ Σ∗|A such that, for every λ ∈ out(Q, sA)
and i ≥ 0, we have M, {λ[i]} |= ϕ;

M,Q |= 〈〈A〉〉ϕU ψ iff there exists sA ∈ Σ∗|A such that, for every λ ∈ out(Q, sA),
there is an i ≥ 0 for which M, {λ[i]} |= ψ and M, {λ[j]} |= ϕ for every
0 ≤ j < i.

M,Q |= K̂WAϕ iff M, img(Q,∼KA) |= ϕ (where K̂ = C, E, D andK = C,E,D,
respectively).

M,Q |= PlA ϕ iff M ′, Q |= ϕ, where the new model M ′ is equal to M but the
new set RgtM ′ of rational agents in M ′ is set to A.

M,Q |= (set-pl ω)ϕ iff M ′, Q |= ϕ where M ′ is equal to M with ΥM ′ set to
[[ω]]QM .

M,Q |= (refn-pl ω)ϕ iff M ′, Q |= ϕ where M ′ is equal to M with ΥM ′ set to
ΥM ∩ [[ω]]QM .

Like in CSL, we use two notions of validity, weak and strong, depending on
whether formulae are evaluated with respect to single states or sets of states.

Definition 6 (Validity) We say that ϕ is valid if M, q |= ϕ for all CEGSP’s M with
plausibility model (Σ, ∅) (i.e. all strategies are assumed to be plausible and no
agent plays plausibly yet) and all states q ∈ StM .

In addition to that, we say that ϕ is strongly valid if M,Q |= ϕ for all CEGSP’s
M and all sets of states Q ⊆ StM .
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Note that strong validity is interpreted in all models and not only in those with
plausibility model (Σ, ∅). This stronger notion is necessary for interchangeability
of (sub)formulae. The following results are straightforward.

Proposition 2 Strong validity implies validity.

Proposition 3 If ϕ1 ↔ ϕ2 is strongly valid, and ψ′ is obtained from ψ through
replacing an occurrence of ϕ1 by ϕ2, then M,Q |= ψ iff M,Q |= ψ′.

We also say that ϕ is satisfiable if M, q |= ϕ for some CEGSP with plausibility
model (Σ, ∅).

2.4 Interpretation of Derived Operators

In this section we motivate the logic’s epistemic and doxastic operators. We es-
pecially show that the syntactic definitions for the derived knowledge and belief
operators have an intuitive semantics.

2.4.1 Knowledge

The concept behind knowledge is very simple: It is about everything which is
“physically” possible, i.e., all behaviors are taken into account (not only the plau-
sible ones). In particular this means that, once a knowledge operator occurs, the set
of rational agents in the plausibility model becomes void, indicating that no agent
is assumed to play rationally.

2.4.2 Weakly and Strongly Rational Beliefs

Constructive weak beliefs (cwb) (“common belief”, “distributed belief”, and “mu-
tual belief”) are primitive operators in our logic. All other belief/knowledge op-
erators are derived from cwb and plausibility. In this section, we mainly discuss
individual knowledge and beliefs, but the analysis extends to collective attitudes in
a straightforward way.

Let us for example consider the individual cwb operator Waϕ, with the follow-
ing reading: Agent a has constructive weak belief in ϕ iff ϕ holds in all states that
a considers possible, where all agents behave according to the currently specified
plausibility model (Υ, A). That is, agents in A are assumed to play as specified in
Υ. It is important to note that weakly rational beliefs restrict only the behavior of
the agents specified in the current plausibility model (i.e. A). This is the difference
between weak and strong beliefs – the latter assume plausible behavior of all the
agents. This is why we call such beliefs strongly rational, as it restricts the behavior
of the system in a more rigorous way due to stronger rationality assumptions.

Using rationality assumptions to define beliefs makes them rather specific.
They differ from most “standard” concepts of belief in two main respects. Firstly,
our notion of beliefs is focused on behavior and abilities of agents. When no action
is considered, all epistemic and doxastic notions coincide.
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Proposition 4 Let ϕ be a propositional formula. Then, Waϕ ↔ Belaϕ ↔ Kaϕ is
strongly valid.

Secondly, rational beliefs are about restricting the expected behavior due to
rationality assumptions: Irrational behaviors are simply disregarded. To strengthen
this important point consider the following statements:

(i) Ann (a) knows how Bill (b) can commit suicide (which can be formalized as
Ka〈〈b〉〉!suicide);

(ii) Ann constructively believes that Bill can commit suicide (which we tenta-
tively formalize as Bela〈〈b〉〉!suicide).

In the usual treatment of beliefs, statement (i) should imply statement (ii), but
this does not apply to rational beliefs. That is because, typically, beliefs and
knowledge are both about “hard facts”. Thus, if a knows some fact to be true,
she should also include it in her belief base. On the other hand, our reading of
Bela〈〈b〉〉!suicide is given as follows: If all agents are constrained to act rationally
then Ann knows a strategy for Bill by which he can commit suicide. However, it
is natural to assume that no rational entity would commit suicide.3 Hence, Bill’s
ability to commit suicide is out of question if we assume him to act rationally. Such
an irrational behavior is just unthinkable and thus disregarded by Ann! While she
knows how Bob can commit suicide in general, she has no plausible recipe for Bob
to do that.

A similar analysis can be conducted for standard (i.e., non-constructive) be-
liefs. Consider the following variants of (i) and (ii):

(i’) Ann knows that Bill has some way of committing suicide (Ka〈〈b〉〉!suicide);

(ii’) Ann believes, taking only rational behavior of all agents into account (in par-
ticular of Bill), that Bill has the ability to commit suicide (Bela〈〈b〉〉!suicide).

Like before, (i’) does not imply (ii’). While Ann knows that Bill “physically” has
some way of killing himself, by assuming him to be rational she disregards the
possibility. Bob’s assumed rationality constrains his choices in Ann’s view. This
shows that in our logic knowing ϕ does not imply rational beliefs in ϕ. We will
justify the intuition on a more concrete example.

Example 1 There are two agents 1 (Ann) and 2 (Bill). Agent 2 has the ability
to jump from a building and commit suicide. However, agent 1 disregards this
possibility and considers it rational that 2 will not jump. The corresponding CEGSP
is shown in Figure 1 where all different states are distinguishable from each other;
the set of plausible strategy profiles consists of the single profile s in which both
agents play action nop, i.e., they do nothing (in particular, we want to impose
that Bill does not jump). Hence, we have M, q0 |= K1〈〈2〉〉 !suicide but M, q0 $|=
Bel1〈〈2〉〉 !suicide.
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q0 q1 suicide
(nop, jump)

(nop, nop) (nop, nop)

Figure 1: Simple CEGSP.

The following result, in line with [3], is immediate:

Theorem 5 In general, standard (resp. constructive) knowledge does not imply
standard (resp. constructive) rational belief. That is, formulae Kaϕ ∧ ¬Belaϕ,
Kaϕ ∧ ¬Waϕ, Kaϕ ∧ ¬Belaϕ, Kaϕ ∧ ¬Waϕ are satisfiable.

2.4.3 Non-Constructive Knowledge and Beliefs

In this section, we have a closer look at the standard (non-constructive) epistemic
and doxastic operators. We mainly focus on strong beliefs; the cases for knowledge
and weak beliefs are given analogously.

The non-constructive versions of distributed, common, and everybody belief
are based on a specific construction involving the “until” operator. For example,
the non-constructive belief of agent a in ϕ, Belaϕ, is defined as a’s constructive
belief in the ability of the empty coalition to enforce ϕ until ϕ. In [9] it was already
shown that this definition captures the right notion; we recall the intuition here.

The cooperation modality 〈〈∅〉〉 ensures that the state formula ϕ is evaluated in-
dependently in each indistinguishable state in Q (thus getting rid of its constructive
flavour). However, a cooperation modality must be followed directly by a path for-
mula, and ϕ is a state formula. The trick is to use ϕU ϕ instead, which ensures that
ϕ is true in the initial state of the path. Thus, a believes in ϕ iff Plϕ is indepen-
dently true in every indistinguishable state. The following proposition (analogous
to [9, Theorem 46]) states that all non-constructive operators match their intended
intuitions.

Proposition 6 Let M be a CEGSP, q ∈ StM , and ϕ be a CSLP formula. Then the
following holds, where K = C,E,D, respectively:

1. M,Q |= KWAϕ iff ΥM &= ∅ and M, q |= ϕ for all q ∈ img(Q,∼KA);
2. M,Q |= KBelAϕ iff M, q |= Plϕ for all q ∈ img(Q,∼KA);
3. M,Q |= KAϕ iff M, q |= Phϕ for all q ∈ img(Q,∼KA).

3 Properties of CSLP

In this section, we examine the relationship between plausibility, knowledge and
beliefs, and discuss the standard axioms about epistemic and doxastic concepts.

3This assumption is given in the plausibility model; it can be any assumption the designer would
like to impose on the agents.
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3.1 Plausibility, Knowledge and Beliefs

Firstly, we observe that knowledge is commutative with Ph and belief with Pl ,
which is a technically important property.

Proposition 7 Let ϕ be a CSLP formula. Then, we have that PhKaϕ↔ KaPhϕ
and PlBelaϕ↔ BelaPl are strongly valid.

From the definition of knowledge an belief it follows that a sequence of such
operators collapses to the final operator in the sequence.

Proposition 8 Let a ∈ Agt, ϕ be a CSLP formula, and X, Y be sequences of
belief/knowledge operators; i.e. X, Y ∈ {Bela, Ka}∗. Then the following formulae
are strongly valid:

(i) XBelaϕ↔ Y Belaϕ (ii) XKaϕ↔ Y Kaϕ

In particular, we have that the following formulae are strongly valid:
(1) KaBelaϕ ↔ Belaϕ: Agent a knows that he believes ϕ iff he believes ϕ; and
(2) BelaKaϕ↔ Kaϕ: Agent a believes that he knows ϕ iff he knows ϕ.

Proposition 9 Let the premises be as in Proposition 8. Then, the following for-
mulae are not valid: (i) XBelaϕ ↔ Y Kaϕ; (ii) Belaϕ → BelaKaϕ; (iii)
Belaϕ→ Kaϕ.

Proposition 9 says in particular that (ii) an agent who has rational belief in ϕ
does not necessarily believe that he also knows ϕ; and (iii) an agent who believes in
ϕ does not necessarily know ϕ. Indeed, both formulae should not hold in a logics
of knowledge and belief.

Our definitions of epistemic and doxastic operators from Section 2.2 strongly
suggest that the underlying concepts are related. Let us consider formula KaPl Bϕ:
Agent a has constructive knowledge in ϕ if agents in B behave rationally. This
sounds quite similar to beliefs which is formally shown below.

Proposition 10 Pl AKaPl Aϕ ↔ Pl AWaϕ is strongly valid. We also have that
Kaϕ↔Waϕ is valid (but not strongly valid).

Finally, we conclude that rational beliefs and knowledge can also be defined in
terms of each other.

Theorem 11 Belaϕ↔ KaPlϕ and Kaϕ↔ BelaPhϕ are strongly valid.

That is, believing in ϕ is knowing that ϕ plausibly holds, and knowing that ϕ is
believing that ϕ is the case in all physically possible plays.
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3.2 Axiomatic Properties

In this section we review the well-known KDT45 axioms. For modality O these
axioms are given as follows:

(KO) O(ϕ→ ψ)→ (Oϕ→ Oψ) (DO) Oϕ→ ¬O¬ϕ
(TO) Oϕ→ ϕ (4O) Oϕ→ OOϕ
(5O) ¬Oϕ→ O¬Oϕ

We say, for instance, that O is an K4 modality if axioms KO and 4O are strongly
valid. The following result is obtained in a way analogous to [9, Theorem 37].

Theorem 12 (Weak beliefs: KD45) Wa (standard weak beliefs) and Wa (con-
structive weak beliefs) are KD45 modalities. Axiom T is not valid for both notions
of weak beliefs.

Remark 13 Despite the similarities to [3], axiom D was not strongly valid for
beliefs in CTLKP because the belief operator directly referred to plausible paths.
Hence, if the set of paths was empty some formulae were trivially true (Belϕ) and
others are trivially false (¬Belϕ). In CSLP the notions of belief and plausibility are
more modular.

As knowledge and strong beliefs are special kinds of weak beliefs, both oper-
ators have to satisfy the same axioms as the weak belief operator. It just remains
to check whether axiom T holds for knowledge or strong beliefs. However, for the
same reason as in pure CSL this axiom does usually not hold; we refer to [9] for a
rigorous discussion of this issue – including ways how axiom T can be restored for
knowledge. The problem that T is not true for knowledge (what is usually assumed
to be a sensible requirement) is due to the definition of negation in the non-standard
semantics defined wrt sets of states.

Theorem 14 (Strong beliefs: KD45) Standard strong beliefs Bela and construc-
tive strong beliefs Bela are KD45 modalities. Axiom T is not valid for both notions
of beliefs.

Theorem 15 (Knowledge: KD45) Standard knowledge Ka and constructive knowl-
edge Ka are KD45 modalities. Axiom T is not valid for both notions of knowledge.

Note that if we consider a formula ϕ which does not contain any constructive
operators then the following holds.

Theorem 16 Let L consist of all CSLP formulae that contain no constructive op-
erators. Then:

1. Ka is a KD45 modality in L. Axiom TKa is valid (but not strongly valid), and
Ph (Kaϕ→ ϕ) is strongly valid in L.

2. Bela is a KD45 modality and Pl (Belaϕ→ ϕ) is strongly valid in L.

We observe that the validities Ph (Kaϕ → ϕ) and Pl (Belaϕ → ϕ) are very
similar to the truth axiom T.
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3.3 Relationship to Existing Logics

In this section, we compare CSLP with several relevant logics and show their formal
relationships. To this end, we define the notion of embedding. Logic L1 embeds
logic L2 iff there is a translation tr of L2 formulae into formulae of L1, and a
transformation TR of L2 models into models of L1, such that M, q |=L2 ϕ iff
TR(M), q |=L1 tr(ϕ) for every pointed model M, q and formula ϕ of L2.

The following theorem is straightforward from the definition of the logic.

Theorem 17 CSLP embeds ATL, ATLP, and CSL.

It is easy to see that Wa is even a KDT45 modality for a sublanguage of CSLP
and that this sublanguage can embed standard epistemic propositional logic.

Proposition 18 CSLP embeds standard epistemic propositional logic.

The following result is not that obvious but follows from Proposition 18 and [4,
Proposition 5].

Proposition 19 CSLP embeds CTLKP in the class of epistemic Kripke structures.

Remark 20 In [9] and [4] it was shown that CSL and ATLP embed several other
logics, e.g., ATEL [15], ATLI [11], and GLP [17]. Due to Theorem 17 all these
logics are also embeddable in CSLP.

4 Flexible Specifications

In [10, 4] we showed that ATLP can be used to reason about temporal properties of
rational play. In particular it was shown that the logic allows to characterize game
theoretic solution concepts of perfect information games [12]. These characteriza-
tions were then used to describe agents rational behavior and impose the resulting
rationality constraints on them. Here we show that CSLP can be used for the same
purpose in the more general case of imperfect information games (IIG). A natural
question is how solution concepts for both game-types differ?

Actually, they do not differ much. For instance, a Nash equilibrium is a strat-
egy profile from which no agent can deviate to obtain a better payoff, for both
the perfect and imperfect information case. However, only uniform strategies are
considered for IIG. Moreover, we require the agent to know/identify a strategy
successful in all states indistinguishable for him.

Before we present how solution concepts can be described in Section 4.2 we
need to pave the way for it: CSLP is not yet expressive enough to describe strategies
in the object language, only predefined plausibility terms are available.
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4.1 Nesting Formulae in CSLP

In this section we present L1
CSLP which extends LCSLP so that plausibility terms

are constructed from LCSLP formulae.4 In the following we proceed in an analo-
gous way to [4]. The extended plausibility terms of L1

CSLP have a structure sim-
ilar to σ1.D(σ1). Such a term selects all strategy profiles s1 (referred to by the
strategic variable σ1) that satisfy a property D which depends on a given model,
set of states, and σ1. Let us be more precise about the structure of such prop-
erties. We allow them to be quantified LCSLP formulae, e.g., D(σ1, . . . ,σn) =
∀σ2∃σ3 . . .∀σnϕ(σ1, . . . ,σn), where the quantification takes places over strategy
profiles which can be used inside ϕ in the same way as basic plausibility terms
would be used. The variable σ1 takes on a specific role; it collects the “good”
strategy profiles.

Before we formally define the language we need one more notation. Solution
concepts often require to combine strategies or focus on substrategies. For ex-
ample, given a term ωNE (describing Nash equilibria) and a term ωPO (describing
Pareto optimal strategies) we can use 〈ωNE,ωPO〉 to refer to all profiles in which
agent 1 plays his part of an Nash equilibrium and agent 2 plays a Pareto optimal
strategy. Likewise, ωNE[1] refers to the strategy profiles in which 1’s substrategy is
a part of some Nash equilibrium.

Formally, given a non-empty set X we say that y is a strategic combination
of X if it is generated by the following grammar: y ::= x | 〈y, . . . , y〉 | y[A]
where x ∈ X , 〈y, . . . , y〉 is a vector of length |Agt|, and A ⊆ Agt. The set of
strategic combinations over X is defined by T (X). It is easy to see that operator
T is idempotent (T (X) = T (T (X))). Below, we define the language L1

CSLP.

Definition 7 (L1
CSLP) Let Agt be a set of agents, Π a set of propositions, and Vars

a set of strategic variables (with typical element σ). The logic L1
CSLP(Agt,Π,Vars)

is defined as LCSLP(Agt,Π, T (Ω1)) where Ω1 is given by

{σ1.(Q2σ2) . . . (Qnσn)ϕ | n ∈ N,∀i (1 ≤ i ≤ n ⇒ σi ∈ Vars,
Qi ∈ {∀,∃},ϕ ∈ LCSLP(Agt,Π, T ({σ1, . . . ,σn}))) }.

The semantics of L1
CSLP formulae is analogously defined as for the base lan-

guage but instead of the basic plausibility mapping [[·]], the extended plausibility
mapping [̂[·]]M is used, defined as follows:

1. If ω ∈ Ω then [̂[ω]]
Q

M = [[ω]]QM ;

2. If ω = ω′[A] then [̂[ω]]
Q

M = {s ∈ Σ | ∃s′ ∈ [̂[ω′]]
Q

M s|A = s′|A};

3. If ω = 〈ω1, . . . ωk〉 then [̂[ω]]
Q

M = {s ∈ Σ | ∃t1 ∈ [̂[ω1]]
Q

M , . . . ,∃tk ∈
[̂[ωk]]

Q

M∀i = 1, ..., k s|ai = ti|ai)};
4In order to give a brief presentation we do not allow “basic” plausibility terms anymore.
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4. If ω = σ1.(Q2σ2) . . . (Qnσn)ϕ then [̂[ω]]
Q

M = {s1 ∈ Σ | Q2s2 ∈ Σ, . . . , Qnsn ∈
Σ (M s1,...,sn , q |= ϕ)}, where M s1,...,sn is equal to M except that we fix
ΥMs1,...,sn = Σ, ΩMs1,...,sn = ΩM ∪ {σ1, . . . ,σn}, [[σi]]QMs1,...,sn = {si},
and [[ω]]QMs1,...,sn = [[ω]]QM for all ω #= σi, 1 ≤ i ≤ n, and Q ⊆ StM . That is,
the denotation of σi in M s1,...,sn is set to strategy profile si.

An example L1
CSLP formula is

(set-pl σ.〈〈∅〉〉!(Ph 〈〈Agt〉〉 !alive → (set-pl σ)Pl 〈〈∅〉〉 !alive))
¬Bela〈〈b〉〉"suicide: Assuming that rational agents avoid death whenever they can,
it is not rational of Ann to believe that Bob can commit suicide.

Remark 21 The nestings can be increased step by step which results in a hierarchy
of logics, Lk

CSLP (k = 1, 2, . . . ) as in [4].

4.2 Solution Concepts under Uncertainty

In this section we characterize solution concepts for imperfect information games
in L1

CSLP. Before we do that, however, we need some way to evaluate different
strategies. In game theory real values (payoffs) or preference relations are used
to define the outcome of a given strategy. Here, we follow the approach from [4]
which equips agents with winning criteria $η = 〈η1, . . . , ηk〉 (one per agent) where
k = |Agt|. Each criterion ηa of agent a is a temporal formula. Intuitively, a given
strategy profile is successful for an agent a iff the winning criterion is fulfilled
on all resulting paths starting from any indistinguishable state given the strategy
profile. This requirement is motivated by the fact that an agent does not know
whether the system is in q or q′ provided that q and q′ are indistinguishable for
him. So, he should play a strategy which is “good” in both states to ensure success.

Definition 8 (From CEGSP To NF Game) Let M be a CEGSP, q ∈ StM , and $η
be a vector of winning criteria.

We define N (M,−→η , q), the normal form game associated with M , −→η , and q,
as the normal form game 〈Agt,S1, . . . ,Sk, µ〉, where the set Sa of a’s strategies is
given by Σa (a’s uniform strategies) for each a ∈ Agt, and the payoff function is
defined as follows:

µa(a1, . . . , ak) =






1 if M,λ |= ηa

for all λ ∈ out(img(q,∼a), 〈a1, . . . , ak〉),
0 else

To give a clear meaning to solution concepts in a CEGSP, we relate them
to the associated normal form game. The first solution concept we will define
is a best-response strategy for IIG. Given a strategy profile s−a := (s1, . . . ,
sa−1, sa+1, . . . , sk) where k = |Agt| a strategy sa is said to be a best response
to s−a if there is no better strategy for agent a given s−a. Now, s is a best re-
sponse profile wrt a if s|a is a best response against s|Agt\{a}. According to [4]
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σ is a best response profile for perfect information games wrt a and "γ in M, q if
M, q |= (set-pl σAgt\{a}])Pl

(
〈〈a〉〉ηa → (set-pl σ)〈〈∅〉〉ηa

)
. It is read as follows:

If agent a has any strategy to enforce ηa against σ[Agt\{a}] then his strategy given
in σ should enforce ηa as well.

What do we have to modify to make it suitable for imperfect information
games? Firstly, we have to ensure that the strategy σ is uniform, and indeed only
uniform strategies are taken into account in the semantics of CSLP. Secondly, since
the agent might not be aware of the real state of the system the described strategy
should have its desired characteristics in every indistinguishable state. The agent
should be able to identify the strategy; the key motivation behind CSL. For this
purpose CSLP provides the constructive belief operators; recall that Wa〈〈a〉〉means
that a has a single strategy successful in all indistinguishable states. To ensure this
second point we just have to couple strategic operators with constructive operators.
So we obtain the following description of a best response strategy for IIG:

BR!η
a(σ) ≡
(set-pl σ[Agt\{a}])Pl (Wa〈〈a〉〉ηa → (set-pl σ)Wa〈〈∅〉〉ηa).

Other solution concepts characterized in [4] can be adapted to IIG’s following
the same scheme, e.g.:
Nash equilibrium (NE): NE !η(σ) ≡

∧
i∈Agt BR!η

i (σ);
Subgame perfect NE: SPN !η(σ) ≡ EWAgt〈〈∅〉〉! NE !η(σ);
Pareto optimal strategy (PO):

PO!η(σ) ≡ ∀σ′ Pl
(

∧

a∈Agt

((set-pl σ′)Wa〈〈∅〉〉ηa → (set-pl σ)Wa〈〈∅〉〉ηa) ∨

∨

a∈Agt

((set-pl σ)Wa〈〈∅〉〉ηa ∧ ¬(set-pl σ′)Wa〈〈∅〉〉ηa

)
.

The following result shows that these concepts match the underlying intuitions.

Theorem 22 Let M be a CEGSP, q ∈ StM , "η a vector of winning criteria, and
N := N (M,−→η , q). Then:

1. The set of NE strategies in N is given by ̂[[σ.NE !η(σ)]]
{q}

M

2. The set of PO strategies in N is given by ̂[[σ.PO!η(σ)]]
{q}

M

3. Let Q′ collect the states that any agent from A considers possible, i.e.,
img({q},∼E

Agt)), plus all states reachable from them by (a sequence of) tem-
poral transitions.

Then, ̂[[σ.SPN !η(σ)]]
{q}

M is equal to
⋂

q′∈Q′
̂[[σ.NE !η(σ)]]

{q′}

M .
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Figure 2: Simple CEGSP.

Example 2 Consider the CEGSP given in Figure 2. There are two agents, 1 and 2,
and a coin which initially shows tail (q0) or head (q1); agent 1 cannot distinguish
between them. Now, both agents win if 1 guesses the right side of the coin or if both
agents agree on one side (regardless of whether it is the right one). For instance,
the tuple th denotes that 1 says tail and 2 head. Moreover, we assume that both
agents have the winning criterion !win. The associated NF game wrt q0 is also

given in Figure 2. Now we have that ̂[[σ.NE !η(σ)]]
{q}

M = {hh, tt}: Only if both
agents agree on the same side, winning is guaranteed.

5 Model Checking Rational Play under Imperfect Infor-
mation

In this section we discuss the model checking complexity of LCSLP and L1
CSLP.

Given a formula ϕ, a model M , and a set of states Q ⊆ StM the associated model
checking problem is to determine whether M,Q |= ϕ holds or not. In the follow-
ing we use l to refer to the length of ϕ and m to denote the number of transitions
in M . We only consider a restricted class of models in which the check for plau-
sibility of a strategy profile can be done in polynomial time (wrt l and m) by a
non-deterministic Turing machine. In order to conduct a sensible analysis such an
assumption is necessary. To this end, we adapt an important notion from [4].

Definition 9 (Well-Behaved CEGSP) A CEGSP M is called well-behaved if, and
only if, (1) ΥM = Σ: all the strategy profiles are plausible in M ; and (2) there is
an algorithm which determines whether s ∈ [[ω]]QM for every set Q ⊆ StM , strategy
profile s ∈ Σ, and plausibility term ω ∈ Ω in nondeterministic polynomial time
wrt the length of ω and the number of transitions in M .

We begin by reviewing the existing results for CSL and ATLP separately. The
complexity results for CSLP follow in a natural way. In [9] it was shown that
CSL model checking is ∆P

2 -complete,5 the hard cases being formulae 〈〈A〉〉!ϕ and
〈〈A〉〉ϕ1 U ϕ2. The formulae require existence of a single uniform strategy which is
successful in all states of Q. In the algorithm from [9], the strategy is guessed by

5∆P
2 = PNP is the class of problems that can be solved in polynomial time by a deterministic

Turing machine that makes adaptive calls to an NP oracle.
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the oracle and then verified in polynomial time (see further). Nested cooperation
modalities are model-checked recursively (bottom-up) which puts the algorithm
indeed in ∆P

2 .
We also recall from [4] that ATLP model checking is ∆P

3 = PNPNP
-complete.

The algorithm for checking the hard cases (〈〈A〉〉!ϕ and 〈〈A〉〉ϕ1 U ϕ2) is simi-
lar: Firstly, a plausible strategy of A is guessed (first NP-oracle call) and veri-
fied against all plausible strategies of the opponents (second NP-oracle call, the
“worst” response of the opponents is guessed). Note that, as soon as the relevant
strategy (or strategy profile) s is fixed, the remaining verification can be done in
deterministic polynomial time: it is enough to “trim” the model by deleting all
transitions which cannot occur when the agents follow s, and model check a CTL
formula in the trimmed model (which can be done in polynomial time [5]).

For LCSLP, we essentially use the ATLP model checking algorithm from [4]
with an additional check for uniformity of strategies. This does not influence the
complexity. We obtain the following result (we refer to [4, 9] for details).

Theorem 23 Model checking LCSLP in the class of well-behaved CEGSP’s is ∆P
3 -

complete with respect to l and m.

Proof (sketch). The hardness follows from the fact that LATLP is ∆P
3 -complete and

can be embedded in LCSLP (cf. Proposition 17). For the inclusion in ∆P
3 , we sketch

the algorithm for M,Q |= 〈〈A〉〉!ϕ: (1) Model-check ϕ recursively for each q ∈
St, and label the states for which M, q |= ϕ with a new proposition p; (2) Guess a
“good” plausible uniform strategy sA; (3) Guess a “bad” uniform plausible strategy
profile t such that t|A = sA; and (4) Return true if Q ⊆ mcheckCTL(M ′,A !p)
and false otherwise, where M ′ is the trimmed model of M wrt profile t. !

In the previous section we showed how CSLP can be used to characterize in-
complete information solution concepts. However, for this reason we had to ex-
tend the language. An obvious question arises: How much does the complexity
increase? The answer is quite appealing: The increase in complexity depends on
how much extra-expressiveness we actually use; and in any case, we get some ex-
pressiveness for free! This can be shown analogously to [4]; here, we just give a
brief summary. The model checking complexity can be completely characterized
in the number of quantifier alternations used in the extended plausibility terms. If
we have no quantifiers at all, the resulting sublanguage is no more costly to ver-
ify than the base version. Note that the quantifier-free sublanguage of L1

CSLP is
already sufficient to “plug in” important solution concepts (e.g., Nash equilibria).
For each additional quantifier alternation (starting with a universal quantifier) the
complexity is pushed one level up in the polynomial hierarchy. For a more detailed
discussion, cf. [4].

Theorem 24 Let L ⊆ L1
CSLP such that each sequence of quantifiers starting with

an universal one in any extended plausibility term has at most i quantifier alterna-
tions. Then, model checking formulae of L in the class of well-behaved CEGSP’s is
in ∆P

3+i with respect to l and m.
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Proof (sketch). The extension of the base algorithm discussed above is done in an
analogous way to [4]. For each quantifier alternation one has to guess a new strat-
egy. But the first existential quantified strategic variables can be guessed together
with the proponents and opponents strategies; thus, no more oracle levels need to
be added. !

6 Conclusions

In this paper, we propose a logic which relates epistemic and doxastic concepts in
a specific way; more importantly, it allows to reason about the outcome of rational
play in imperfect information games. In the logic, called CTLKP, beliefs are defined
on top of the primitive notions of plausibility and indistinguishability. We analyze
the relationship between beliefs, knowledge, and rationality, and prove in particular
that rational beliefs form a KD45 modality. CSLP embeds both CTLKP and CSL;
thus, the combination of knowledge, rationality, and strategic action turns out to be
strictly more expressive than each of the subsets.

Moreover, we show how some important solution concepts can be charac-
terized and used for reasoning about imperfect information scenarios. Finally,
we prove that the model checking problem for the basic variant of CSLP is ∆P

3 -
complete. That is, the complexity of model checking is only slightly higher than
for CSL, and no worse than for ATLP.
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Abstract

McGarvey [15] has shown that any irreflexive and anti-symmetric relation
can be obtained as a relation induced by majority rule. We address the anal-
ogous issue for dominance relations of finite cooperative games with non-
transferable utility (coalitional NTU games). We find any irreflexive relation
over a finite set can be obtained as the dominance relation of some finite
coalitional NTU game. We also show that any such dominance relation is
induced by a non-cooperative game via β-effectivity. Dominance relations
obtainable via α-effectivity, however, have to comply with a more restrictive
condition, which we refer to as the edge-mapping property.

1 Introduction

Many important concepts in the mathematical social sciences are defined in terms
of a binary dominance relation on a set of outcomes or alternatives. These con-
cepts can thus be applied to any model of social interaction for which such a
concept of dominance can be meaningfully defined. For example, the core—the
set of undominated outcomes—defines for different interpretations of the domi-
nance relation Gillies’ core in cooperative game theory, Nash’s solution in the bar-
gaining problem, or, more generally, the idea of Pareto optimality [see 3, p. 539].
Other conspicuous notions that are similarly defined in terms of dominance are von
Neumann-Morgenstern stable sets for cooperative games as well as the Condorcet
winner along with Condorcet consistent choice rules, such as the Banks set, the
uncovered set and Dutta’s minimal covering set in social choice theory [see, e.g.,
13].1

1There are also numerous concepts that take into account more structure of the social situation
at hand. Thus, Fishburn [8] distinguishes C1 social choice functions, which merely involve the
dominance relation, from C2 and C3 functions, for which this is not the case. In cooperative game
theory, the dominance relation alone does not suffice to determine the bargaining set, the kernel or
the nucleolus. The Shapley value is defined on an entirely different basis.
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For each social or game-theoretic model the notion of dominance is defined
differently. In social choice theory, dominance is defined with respect to a profile
of individual preferences over a set of social alternatives. Although other defini-
tions are also possible, typically, an alternative a is then said to dominate another
alternative b if the number of individuals preferring a to b exceeds the number of
individuals preferring b to a. In coalitional games, on the other hand, the concept
of dominance is generally defined in terms of coalitional effectivity and individ-
ual preferences. Effectivity can be defined in a number of ways, but intuitively
reflects the powers of a coalition in terms of the outcomes it can enforce to come
about. An outcome a is then said to dominate another outcome b if some coalition
is effective for a and, moreover, all members of that coalition prefer outcome a to
outcome b. Thus, cooperative majority voting can be seen as the special case in
which the majorities are the only coalitions that are effective for any outcome [see
also 21].

In either case, the dominance relation need not generally be transitive and may
even contain cycles. Accordingly, the common concept of maximality is no longer
tenable with respect to the dominance relation and new concepts have to be de-
veloped to take over its function of singling out elements that are in some sense
primary. Von Neumann and Morgenstern considered this phenomenon as one of
the most fundamental problems the mathematical social sciences have to cope with
[see 22, Chapter 1]. On this account, each of the concepts mentioned above, be
their roots in social choice theory or in cooperative game theory, has to deal with
what is essentially the same problem: to come to grips with a possibly intransitive
dominance relation. Each of them incorporates another intuition and approaches
the issue from a different angle.

The dominance relations themselves, however, have different structural prop-
erties in both disciplines. As it is defined for social choice on the basis of the
majority rule, the dominance relation is asymmetric, i.e., both irreflexive and anti-
symmetric. In coalitional games the dominance relation is also irreflexive, but not
generally anti-symmetric. The structural properties of a dominance-based solution
concept, such as existence and uniqueness, may vary, depending on properties of
the underlying dominance relation. Therefore, to judge the merits of a particu-
lar dominance-based solution concept as a substitute for maximality, one need to
know the structural properties of the dominance relation. In this vein, [15] has
shown that, in the setting of majority voting, it is precisely the asymmetric rela-
tions on a finite set of alternatives that can be obtained as the dominance relation
for some profile of linear preferences over those alternatives.

We take up the analogous issue for finite coalitional games with non-transferable
utility or finite coalitional NTU games and give complete characterizations of the
structural properties of the dominance relations for three classes of such games.

The outcomes of a coalitional game are commonly assumed to be a convex
and compact subset of Euclidean space. Our results, by contrast, pertain to NTU
games, which assume a finite number of outcomes [see, e.g., 7, 10, 1, 12]. There
is a variety of contexts in which this restriction to a finite number of outcomes is
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Dominance Relation Properties Result

Finite NTU games irreflexivity Theorem 1
Finite NTU games through β-effectivity irreflexivity Theorem 2
Finite NTU games through α-effectivity irreflexivity and EMP Theorem 3

Table 1: Characterizing properties of the various types of dominance relation. The
edge-mapping property (EMP) is defined in Section 4.

natural, desirable or merely convenient, e.g., in bilateral bargaining [11].
A continuum of outcomes could be motivated by the possibility of coalitions

playing correlated mixed strategies to achieve their ends. Still, in many settings
mixed strategies have been argued to be suspect or unnatural. E.g., in matters of life
and death players and coalitions may not be willing to have their behavior depend
on some randomization device. In other contexts, mixed strategies are simply not
available [See, e.g., 14, Section 4.10 for an early discussion]. A finite number
of outcomes is also a common and simplifying assumption in the the context of
cooperative majority voting games, which, interestingly, is exactly where social
choice and cooperative game theory intersect [see, e.g., 19, 6].

Of course, there is a range of environments in which it is natural to assume an
infinite number of alternatives. Such settings, however, fall outside the scope of
this paper.

Another noteworthy property of the coalitional model studied in this paper is
the way the utility a coalition can guarantee its members are related to actual out-
comes. In particular, our finitistic model does not assume comprehensiveness of
the coalitional effectivity functions, in the sense that if a coalition can guarantee
each of its members particular utility, it can also guarantee each its members any
lesser utility. Here, we take a more general approach. Each finite NTU game we
assume to be subject to a so-called comprehension condition, which, as a function
of the finite set of outcomes, determines the range of utility vectors the various
coalitions can be feasible for. Thus, comprehensiveness can be accounted for by
imposing a very liberal comprehension condition. On the other extreme, the com-
prehension condition can be tight, meaning that coalitions can only be effective
for utility vectors that are actually instantiated by one of the outcomes. How nat-
ural the assumptions of comprehensiveness and tightness are largely depends on
the setting that is being considered [see 5, for an interesting discussion of com-
prehensiveness]. Our results hold for every comprehension condition and are thus
independent of any specific choice in this respect.

Our first result pertains to the dominance relations of general finite NTU games.
We find that every irreflexive relation on a finite set A of alternatives can be obtained
as the dominance relation of some finite coalitional NTU game. Coalitional NTU
games can also be obtained from non-cooperative games, in particular normal form
games, in a variety of ways. Traditionally, the notions of α- and β-effectivity are
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employed to obtain the characteristic function of a coalitional NTU game [2, 4].
It turns out that the structural properties of the dominance relations of finite coali-
tional NTU games obtained by means of β-effectivity are no different from those
of the general case. The dominance relation induced by a finite NTU game ob-
tained through β-effectivity may be any irreflexive relation. The formal proper-
ties of dominance relations obtained through α-effectivity, however, are subject to
narrower constraints. We find that they are characterized by irreflexivity and the
edge-mapping property (EMP), a structural property defined in this paper. Table 1
summarizes our results.

The significance of these results is mainly of theoretical nature. They show
which structural properties of the dominance relation one can rely on when prov-
ing something about a dominance-based concept in finite NTU games. On the other
hand, they also determine the extent of freedom one has in constructing counter-
examples. In this context, it is also worth mentioning that McGarvey even men-
tioned the construction of voting paradoxes in his seminal 1953 paper.

There is also an interesting conceptual connection between this paper and the
literature on non-cooperative foundations of cooperative solutions, also commonly
referred to as the Nash progam. The ambition of this line of research is to pro-
vide non-cooperative models, e.g., bargaining environments [16, 17], in which the
cooperative and non-cooperative solutions coincide [e.g., 18, 9]. There are also
interesting connections with the theory of implementation [e.g., 20, 5]. Assuming
comprehensiveness, Bergin and Duggan [5] completely characterized the coali-
tional games that can be obtained from strategic environments both through α-
and β-effectivity. The objective of this paper, however, is different, as it aims to
fully characterize the structural properties of the cooperative games obtained in
this manner, rather than than the games themselves.2

2 Finite Coalitional NTU Games

The intuition underlying the models of coalitional game theory is that the players
can make binding commitments, form coalitions and thus correlate their actions.
Here we consider the general case in which there is not always the possibility to
make side-payments, i.e., we do not hypothesize the existence of a transferable
commodity with which all players’ preferences are positively associated. We do,
however, assume the set of possible outcomes to be finite.

Formally, our framework involves a population N = {1, . . . , |N |} of individuals
or players and a finite set A = {a1, . . . , a|A|} of outcomes or alternatives. A coali-
tion C is a non-empty subset of N and we have −C denote the complement N \ C

2Although in the cooperative model of Bergin and Duggan [5] utility is taken to be non-
transferable, it is also crucially different from ours in that comprehensiveness is assumed throughout.
Also the games they construct to prove their results involve an infinite number of strategies for the
players. Consequently, without modification, Bergin and Duggan’s Theorems 1 and 2 are not appli-
cable to our finite model.
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of C in N. The players entertain preferences over A, which we assume to be repre-
sented by a |N | × |A| utility matrix U = (ui j)i∈N, j∈A, where ui j denotes the utility of
the jth outcome to the ith player. Thus, each row (ui1, . . . , ui|A|) could be construed
as representing player i’s utility function over A. Accordingly we also write ui(a j)
for ui j and ui for the entire row. Similarly, for each coalition C we have uC(a)
denote (ui(a))i∈C . On the other hand, each column (u1a, . . . , u|N|a) is a utility vector
in RN , which we also denote by u(a). Given a utility matrix U, we have H(U)
denote the set {u(a) : a ∈ A} of feasible utility vectors in U, omitting the reference
to U when it is fixed in the context.

More generally, for each coalition C ⊆ N and for each x = (xi)i∈N in RN we
have xC denote the vector (xi)i∈C . For X ⊆ RN we also write XC = {xC : x ∈ X}.
With a slight abuse of notation, we use x{i1,...,ik} for (xi1 , . . . , xik ), assuming the order
of the players to be fixed. If C and D are disjoint coalitions and xC ∈ RC and yD ∈
RD, let (xC , yD) denote the utility vector (zi)i∈C∪D ∈ RC∪D with zi = xi, if i ∈ C,
and zi = yi, if i ∈ D. We also write xC ≥ yC in case xi ≥ yi for all i ∈ C and xC > yC
if xi > yi for all i ∈ C.

By a comprehension condition we understand a function χ that associates each
subset X ⊆ Rn with a superset χ(X) of X. In this paper, we assume comprehension
conditions to be downward, i.e., for all X ⊆ Rn, X ⊆ χ(X) ⊆ ⋃x∈X{y ∈ Rn : x ≥ y}.
The largest comprehension condition, i.e., the one with χ(X) =

⋃
x∈X{y ∈ Rn : x ≥

y} for all X, we call (full) comprehensiveness, whereas the smallest, i.e., the one for
which χ(X) = X for all X ⊆ RN , we refer to as tight. It is worth observing that the
assumption above excludes the convex hull as a comprehension condition.

We define a characteristic function V on X ⊆ RN under χ as a function which
maps each coalition C ⊆ N to a non-empty subset V(C) of utility vectors χ(Y) such
that Y ⊆ XC . Intuitively, a characteristic function associate with each coalition a
set of utility vectors each coalition can guarantee its members. What this guarantee
amounts to, is left implicit.

Definition 1 (Finite NTU games). A finite coalitional game with non-transferable
utility or finite NTU game under a comprehension condition χ is a tuple (N,H,V)
consisting of a population N, a set H ⊆ RN of feasible utility vectors given for
some |N | ×| A| utility matrix U defining the preferences of the players in N over a
finite set A of outcomes, and a characteristic function V on H under χ.

A finite coalitional NTU game (N,H,V) is comprehensive if for each coali-
tion C, yC ∈ RC and xC ∈ V(C), xC ≥ yC implies yC ∈ V(C). Clearly compre-
hensiveness can only be satisfied if the associated comprehension condition is full
comprehensiveness. Similarly, we say (N,H,V) is tight if the associated compre-
hension condition is tight and, consequently, V(C) ⊆ HC , for all coalitions C. A
coalitional NTU game is said to be ordinary whenever H ⊆ V(N), i.e., if the grand
coalition N of all players is effective for every feasible outcome [see, e.g., 3]. It
is monotonic in case C ⊆ D and xC ∈ V(C) imply that there is some y ∈ V(D)
such that yC ≥ xC , i.e., if a coalition can guarantee its members at least as much
as each of its subcoalitions. A stronger condition is that of superaddivity, which a
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characteristic function V satisfies if for all disjoint coalitions C and D, xC ∈ V(C)
and yD ∈ V(D) imply (xC , yD) ∈ V(C ∪ D). Superadditivity implies monotonicity
but not vice versa. Finally, a coalitional NTU game is binary if H ⊆ {0, 1}N .

For (N,H,V) a finite NTU game, the set H of feasible utility vectors corre-
sponds to a finite set of actual outcomes. Each utility vector in H, thus, represents
a distribution of utility that can actually come about. On the other hand, the util-
ity vectors in V(C) for which a coalition C is effective and which need not all of
them be included in HC , could be interpreted as representing the bargaining posi-
tion of C. The comprehension condition determines how the bargaining position is
related to the outcomes the coalition can achieve. More particularly, a coalition’s
bargaining position may be based on the sets of outcomes within which it can en-
force the outcome to fall, rather than particular individual outcomes it can force
to come about. Thus, a coalition C may be able to guarantee that the outcome is
among a and b but can not enforce either a or b separately. Suppose that C consists
of two players, 1 and 2, and the utility vectors associated with a and b for C are
given by u(a) = (2, 1) and u(b) = (1, 2). The coalition C could then demand a
utility of 1 to both of its members on this basis, even if there is no outcome that
yields precisely 1 to both player 1 and player 2. If the circumstances are such that
such a demand can reasonably be made, the utility vector (1, 1) should be included
in V(C), calling for a comprehension condition that makes this possible. On the
other hand, if no such claim can be made, coalition C should not be effective for
(1, 1) and the situation should be modeled by means of a tighter comprehension
condition.

Formally, a utility vector u in RN is understood to be feasible for C if there
is some xC ∈ V(C) with xC ≥ uC . We also say that a coalition is effective for a
utility vector u if u is feasible for C. We also say that a coalition is effective for an
outcome a if C is effective for xC and xC = uC(a) for some outcome a. Now, the
notion of dominance in NTU games is defined in terms of players’ preferences and
coalitional effectivity.

Definition 2 (Dominance). Let (N,H,V) be a coalitional NTU game and let C be a
coalition. For u and u′ utility vectors in H, we say u dominates u′ via C, in symbols
u &C u′, if u is feasible for C and uC > u′C , i.e., if there is some xC ∈ V(C) with
xC ≥ uC > u′C . Utility vector u dominates u′, in symbols u & u′, whenever u
dominates u′ via some coalition C.

Obviously no utility vector dominates itself, i.e., the dominance relation for
NTU games is irreflexive.

Let H be a set of feasible utility vectors defined by a utility matrix U which
defines the players’ preferences over a finite set of outcomes A. Then, every domi-
nance relation on H straightforwardly defines a dominance relation on A. Thus, we
say that outcome a dominates outcome b whenever u(a) dominates u(b). More For-
mally, we say that a binary relation R on a finite set A = {a1, . . . , a|A|} is induced by
a finite coalitional NTU game (N,H,V) whenever a utility matrix U = (ui j)i∈N, j∈A
exists such that H = H(U), |H| = |A| and, for all a, b ∈ A, aRb if and only if a

6



dominates b, i.e., if the function which maps each a ∈ A to the vector u(a) ∈ H is
an isomorphism between the graphs (A,R) and (H,"). We now have the following
useful lemma, which basically says that—as far as the structure of the dominance
relations is concerned—we can restrict our attention to tight games without loss of
generality.

Lemma 1. Let (N,H,V) be a tight finite NTU game and χ a comprehension condi-
tion. Then, there is a finite NTU game (N,H,V ′) under χ such that the dominance
relations of (N,H,V) and (N,H,V ′) coincide.

Proof. Define the characteristic function V ′ such that V ′(C) = χ(V(C)) for every
coalition C ⊆ N. Consider the finite NTU game (N,H,V ′) and let " and "′ denote
the dominance relations of (N,H,V) and (N,H,V ′), respectively. We show that u "
u′ if and only if u "′ u′ for all u, u′ ∈ H. First assume u " u′. Then there is some
coalition C and some xC ∈ V(C) such that xC ≥ uC > u′C . Hence, xC ∈ χ(V(C))
and, accordingly, xC ∈ V ′(C). Therefore also u "′ u′. For the other direction,
assume u "′ u′. Then there is some coalition C and some xC ∈ V ′(C) such that
xC ≥ uC > u′C . As xC ∈ χ(V(C)) and comprehension conditions being downward,
there is some yC ∈ V(C) such that yC ≥ xC . It follows that uC ∈ V(C) and u "
u′. !

3 Dominance Relations of Finite Coalitional NTU Games

We are now in a position to prove our first result, which states that every irreflexive
relation on a finite set of outcomes can be induced as the dominance relation of
some coalitional NTU game. The idea behind the proof is to construct a coalitional
game for each irreflexive relation R on a set of outcomes A. We introduce two
players ia and ja for each a ∈ A as well as an appropriate utility matrix U, which
depends on R and represents the players’ preferences over A. We then set the
set feasible utility vectors H(U) = {u(a) : a ∈ A}. Each coalition that contains
both ia and ja for some a ∈ A, is defined to be universally effective, i.e., any
such coalition C feasible for any vector in HC , whereas any other coalition D is so
ineffective that no vector in H dominates any other via D. The reader is referred
to Figure 1 for an illustration of this construction, which we will formally define
in the proof below. Theorem 1 establishes that the dominance relation on A as
induced by this game coincides with R.

Theorem 1. Let R be an irreflexive relation on a finite set A of outcomes χ a
comprehension condition. Then, R is induced as the dominance relation of some
finite coalitional NTU game under χ.

Proof. By virtue of Lemma 1, we may assume without loss of generality that χ is
tight. We define a finite NTU game VR = (N,H,V) as follows. With each a ∈ A
we associate two players ia and ja, and say that {ia, ja} are a pair and that ia and ja
are partners. Formally, N = {1, . . . , 2 · |A|} and let {X1, . . . , X|A|} a partitioning of N
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a b

dc

ia ja ib jb ic jc id jd
a 


1 1 0 1 0 0 0 1 

b 0 0 1 1 0 1 0 1
c 0 0 0 0 1 1 0 0
d 0 1 0 0 0 1 1 1

Figure 1: The graph of an irreflexive relation that is induced by a coalitional NTU
game (N,H,V) where N is given by {ia, ja, ib, jb, ic, jc, id, jd}. The players’ prefer-
ences are given by the utility matrix U. For reasons of readibility we depicted the
transposal U! of U on the right.

with |Xk| = 2 for all 1 ≤ k ≤ |A|. We associate each Xk with outcome ak and
write Xk = {iak , jak }. Let U = (ui j)i∈N, j∈{1,...,|A|} be the |N | ×| A| utility matrix such
that for all a, b ∈ A,

u{ia, ja}(b) =




(1, 1) if a = b,
(0, 0) if a ! b and aRb,
(0, 1) otherwise.

Set H = H(U) = {u(a) : a ∈ A}. Observe that u(a) = u(b) if and only if a = b.
Hence, |A| = |H|. For each player i, let ũi ∈ H denote some outcome such that ũi

i ∈
minu∈H ui. Since H is finite such a “minimal” outcome ũi exists for each player i.
Now, we define the characteristic function V such that for each coalition C in N,

V(C) =




HC if {ia, ja} ⊆ C, for some a ∈ A,
{ũi

C : i ∈ C} otherwise.

It now suffices to show for arbitrary a, b ∈ A that aRb if and only if a & b. First
assume that aRb. Observe that, by construction, u{ia, ja}(a) = (1, 1) and u{ia, ja}(b) =
(0, 0). Moreover, (1, 1) ∈ V({ia, ja}). Accordingly, u(a) dominates u(b) via the
coalition {ia, ja} and we may conclude that u(a) & u(b). Hence a & b.

For the opposite direction, assume that a & b and, for a contradiction, that
not aRb. Thus, there is some coalition C and some xC ∈ V(C) such that xC ≥
uC(a) > uC(b). Because VR is binary we have xi = ui(a) = 1 and ui(b) = 0 for each
i ∈ C. Because not aRb, by construction, u ja(a) = 1 and u ja(b) = 1. Hence, ja " C.
Observe, however, that ũi

i = 0 for each player i ∈ C. Since xC ∈ V(C), it follows
that ic, jc ∈ C, for some c ∈ A. But then, however, u{ic, jc}(a) = (1, 1). By definition
of U, it follows that c = a and, in particular, that ja ∈ C, a contradiction. !

It is readily appreciated that the finite NTU game VR constructed in the proof
above is binary, ordinary and monotonic. Moreover, the construction used in the
proof of Lemma 1 can easily be seen to preserve these properties. Accordingly,
under every comprehension condition there is some finite NTU game that corre-
sponds to some irreflexive binary relation and, moreover, satisfies these natural
properties.
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4 Coalitional Effectivity in Non-cooperative Games

Although in the formal definition of a coalitional NTU game the players’ strategies
are abstracted away from, they are still implicit in the characteristic function. A
coalition is assumed to be effective for a particular utility vector if its members
have a joint strategy that guarantees all of them the utility specified in that vec-
tor. However, the question keeps lingering how this guarantee should be given a
formal and precise interpretation. In a setting without transferable utility, α- and
β-effectivity provide two standard ways of determining the value of a coalition in
a non-cooperative game [see, e.g., 2, 3, 4]. After having introduced the appro-
priate formal definitions of a non-cooperative game in normal form and those of
α-effectivity and β-effectivity, we show that irreflexivity characterizes dominance
relations of NTU games obtained through β-effectivity. Dominance relations of
NTU games obtained through α-effectivity, however, are subject to more restric-
tive constraints.

Definition 3 (Normal form games). A game G in normal form is a tuple (N, S ,Ω, g,U),
where N is a set {1, . . . , |N |} of players, S =

!

i∈N S i is an |N |-dimensional space
of strategy profiles, Ω = {ω1, . . . ,ω|Ω|} a set of outcomes, and g : S → Ω an out-
come function associating each strategy profile s with an outcome g(s) in Ω. Fi-
nally, U = (ui j)i∈N, j∈Ω is an |N | ×| Ω| utility matrix.

Observe that this definition makes no specific assumptions as to whether the
players have mixed strategies at their disposal. We have (sC , t−C) denote the strat-
egy profile s∗ such that s∗i = si if i ∈ C and s∗i = ti if i ! C.

A coalition C is said to be α-effective for a particular utility vector xC ∈ RC ,
if in the normal form game coalition C has a joint strategy that guarantees each
of its members i at least a utility of xi, no matter which strategies the players not
in C may adopt. By contrast, C is said to be β-effective for a particular utility
vector xC ∈ RC , if the players that are not in C have no joint strategy that precludes
the coalition C from obtaining a utility of at least xi to each of its members i.

Definition 4 (α-effectivity and β-effectivity). Let G = (N, S ,Ω, g,U) be a game in
normal form, C a coalition in N and xC ∈ RC . Then,

C is α-effective for xC if there is an s ∈ S such that for all t ∈ S , uC(g(sC , t−C)) ≥ xC ,
C is β-effective for xC if for all s ∈ S , there is a t ∈ S such that uC(g(tC , s−C)) ≥ xC .

For γ ∈ {α, β} and χ a comprehension condition, a finite coalitional NTU game
(N,H,V) is said to γ-correspond to a normal form game G = (N, S ,Ω, g,U) un-
der χ, whenever H = {u(g(s)) ∈ RN : s ∈ S } and for each coalition C in N,

V(C) = {xC ∈ χ(HC) : C is γ-effective for xC}.

Also, if a binary relation R on a set A can be induced as the dominance relation
of some finite coalitional NTU game under χ that γ-corresponds to some normal
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form game, we say that R is obtainable through γ-effectivity under χ. If the com-
prehension condition χ is clear from the context, we usually omit the reference
to χ.

The following example concerns a class of normal-form games that evince a
particularly sharp contrast between the sets of outcome for which coalition are α-
and β-effective.

Example 1. LetΩ = {ω1, . . . ,ω|Ω|} be a set of outcomes, N a set of players, and k ∈
N. Let further φ : NN → N such that for each x ∈ NN , φ(x) = 1+(

∑
i∈N xi mod |Ω|).

The modulo game M(Ω, k) = (N, S ,Ω, g,U) on Ω and k is then a game in normal
form such that for each player i, S i = {1, . . . , k} and g such that for each strategy
profile s ∈ S , g(s) = ak if and only if k = φ(s). Obviously, if k ≥ |Ω|, for every
ωm ∈ Ω and every joint strategy s−C of its non-members, every coalition C has
a strategy tC that yields am as the outcome of the modulo game M(Ω, k). Merely
set tC such that m = 1 + ((

∑
i∈C ti +

∑
i!C si) mod |Ω|)). As this is always possible,

every coalition is β-effective for every outcome in Ω, whereas every coalition other
than the grand coalition N is only α-effective for outcomes in Ω that minimize the
utility of at least one of its members.

As for the general case, we find that the structure of dominance relations in-
duced by finite NTU games do not in an important sense depend on the comprehen-
sion condition assumed. Rather, in order to establish the characterizing structural
properties of the dominance relations obtained through either α- or β-effectivity,
we can assume the comprehension condition to be tight.

Lemma 2. Let γ ∈ {α, β}, R be a binary relation on a finite set A and χ a com-
prehension condition. Then, if R is obtainable trough γ-effectivity under a tight
comprehension condition, R is also obtainable through γ-effectivity under χ.

Proof. Let (N,H,V) and G = (N, S , A, g,U) be such that aRb if and only if u(a)
dominates u(b) in (N,H,V) and (N,V,H) β-corresponds to G under the tight com-
prehension condition. Let further V ′(C) = {xC ∈ χ(HC) : C is γ-effective for xC in G}
for all coalitions C. Consider arbitrary a, b ∈ A and let &′ denote the dominance
relation of (N,H,V ′). First assume aRb. Then, u(a) &C u(b) for some coalition C,
where & is the dominance relation of (N,H,V). Hence, there is some xC ∈ V(C)
such that xC ≥ u(a)C > u(b)C . Observe that V(C) ⊆ V ′(C) and so uC(a) ∈ V ′(C). It
follows that uC(a) &′ uC(b) as well. For the opposite direction assume u(a) &′ u(b).
Then, there is some xC ∈ χ(H) with xC ≥ uC(a) > uC(b) and C is γ-effective for xC .
Because both α- and β-effectivity of xC are defined in terms of the existence of
strategy profiles s such that uC(g(s)) ≥ xC , some reflection reveals that C is now
also γ-effective for uC(a) and aRb follows. !

Characteristic functions based on either α-effectivity or β-effectivity are per-
force monotonic. However, if no restrictions are imposed on the comprehension
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[
(1, 0, 0) (1, 2, 0)
(0, 0, 0) (0, 1, 0)

] [
(1, 0, 0) (2, 1, 0)
(0, 0, 0) (0, 1, 0)

]

Figure 2: A three-player game, in which player 1 chooses rows, player 2 chooses
columns and player 3 chooses matrices, showing that if the comprehension condi-
tion is tight, α-effectivity does not generally imply superadditivity.

conditions, superadditivity does not generally hold for characteristic functions ob-
tained through either α- or β-effectivity. Even if comprehensiveness is being as-
sumed, only α-effectivity guarantees superadditivity.3

Example 2. Consider the normal form game depicted in Figure 2. Then, if the
comprehension condition is tight, we find that both player 1 and player 2 are α-
effective for 1, Player 1 in virtue of the top row, player 2 because of the right
column. Yet, V({1, 2}) = {(0, 0), (1, 0), (0, 1)}, i.e., there is no outcome enforceable
by the coalition consisting of both player 1 and player 2 which yields a utility
of at least 1 to both players. It is worth observing that if (1, 2, 0) and (2, 1, 0)
were both replaced by (1, 1, 0), player 1 and 2 together could enforce an outcome
that guarantees a utility of 1 to both of them and superadditivity would have been
satisfied. If comprehensiveness is assumed, however, the coalition {1, 2} is effective
for (1, 1). This is so because, in that case, both (1, 1) ∈ χ(HC) and player 1 and 2
could enforce an outcome with at least a utility of 1 to both players by playing top
row and right column.

Intuitively, superadditivity is a particularly natural property in the context of
α-effectivity. If two disjoint coalitions C and D can guarantee particular utilities to
their members by playing particular strategies, then each member of either coali-
tion should also be guaranteed that utility, if both coalitions play those strategies
simultaneously. Accordingly, examples like the above suggest that tight compre-
hension conditions are conceptually dubious in the context of α-effectivity and
that looser ones are more appropriate. As the topic does not affect the issues at
hand, we will not pursue it here. Moreover, our model also allows for compre-
hension conditions, e.g., full comprehensiveness, that do guarantee superadditivity
of NTU games obtained through α-effectivity. Thus, we rather point at another
important structural property related to superadditivity that all finite NTU games
obtained through α-effectivity do satisfy. We will call a finite NTU game (N,H,V)
α-consistent if, for disjoint coalitions C and D, xC ∈ V(C) and yD ∈ V(D) imply
that there is some u ∈ H such that uC∪D ≥ (xC , yD). Superadditivity is stronger than
α-consistency in that it additionally requires the coalition C ∪ D also to be effec-

3This follows from Bergin and Duggan’s characterization of NTU games supported by α- and
β-effectivity in the comprehensive settting. However, if, for each coalition C, V(C) is compact and
convex, superadditivity is also satisfied for NTU games obtained through β-effectivity. The proof of
this result is non-trivial and relies on Kakutani’s fixed point theorem [2, 4]. Also, in settings where
comprehensiveness is assumed, this follows from Bergin and Duggan’s Theorem 2.
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tive for uC∪D. We find that every finite NTU game obtained through α-effectivity
satisfies the weaker property of α-consistency.

Lemma 3. Let χ be a comprehension condition. Then, every finite NTU game that
α-corresponds to a normal form game under χ is α-consistent.

Proof. Let (N,H,V) be an arbitrary finite NTU game and G = (N, S ,Ω, g,U) be an
equally arbitrary normal form game such that (N,H,V) α-corresponds to G. Let C
and D be disjoint coalitions in N with xC ∈ V(C) and yD ∈ V(D). Then there
are strategy profiles s, t ∈ S such that for all r ∈ S both u(g(sC , r−C)) ≥ xC and
u(g(tD, r−D)) ≥ yD. Let s̃ be defined such that s̃C = sC and s̃D = tD. Then, for all
r ∈ S , u(g(s̃C∪D, r−(C∪D))) ≥ (xC , yD). Then observe that u(g(s̃C∪D, r−(C∪D))) is in
H, and a fortiori also in χ(H), which concludes the proof. !

5 Dominance Relations through Coalitional Effectivity

The finite NTU games that are obtainable through α- and β-effectivity constitute
two distinct subclasses of coalitional games. Theorem 2 shows that a restriction to
the latter class of games does not impose additional constraints on the dominance
relations that are obtainable. On the other hand, we find α-effectivity only yields
dominance relations that also satisfy the edge-mapping property, which is defined
in Section 5.2.

5.1 Dominance Relations through β-Effectivity

We are now in a position to state and prove our second result, which says that every
irreflexive relation on a set of outcomes A is obtainable through β-effectivity and
vice versa.

Theorem 2. Let R be a binary relation on a finite set A and χ an arbitrary compre-
hension condition. Then, R is obtainable through β-effectivity under χ if and only
if R is irreflexive.

Proof. The only-if direction is trivial as the dominance relation of any finite NTU
game is irreflexive.

For the opposite direction, observe that, by virtue of Lemma 2, it suffices to
give the proof for the case in which χ is tight. So consider an arbitrary irreflexive
relation R on a set A along with the finite NTU game VR = (N,H,V) as defined in
the proof of Theorem 1. It then suffices to prove that VR can be obtained through β-
effectivity. To this end we construct a game GR

β = (N, S ,Ω, g,U), with Ω = A =
{a1, . . . , a|A|}, N = {ia, ja : a ∈ A}, and U = (ui j)i∈N, j∈A as in the proof of Theorem 1.
Then, with χ assumed to be tight, for each coalition C in N,

V(C) =




HC if {ia, ja} ⊆ C, for some a ∈ A,
{ũi

C : i ∈ C} otherwise.
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For each player i ∈ N we now define an outcome ãi ∈ A as follows. Let a ∈ A be
such that i ∈ {ia, ja}. Then set

ãi = ak, where k =




min{m : aRam} if aRb for some b ∈ A,
min{m : am ! a} otherwise.

The definition of ãi has been chosen in such a way that ui(ãi) = ũi(i). Thus, without
loss of generality, we may assume that ũi

i = ui(ãi) for each i ∈ N. Also observe that
ãia = ã ja for each a ∈ A.

Further, for each player i in N, we have S i = {0, 1} ×{ 0, 1} ×{ 1, . . . , |A|}, with
representative element si = (s1

i , s
2
i , s

3
i ). This leaves us with the definition of the

outcome function g. Suppose strategy profile s is played. Intuitively, the coalition
C(s) consisting of all pairs i and j with s1

i = s1
j = 1 is then formed. Formally we

define
C(s) =

⋃

a∈A
{i ∈ {ia, ja} : s1

ia = s1
ja = 1}.

The members of C(s) then decide whether all players in N continue to play the
modulo game M(A, |A|) or the modulo game M({ãi : i " C(s)}, |A|). The latter is
played if s2

i = 0 for all i ∈ C(s) and C(s) ! N, the former, otherwise. Observe that
this also covers the case in which C(s) = ∅. Irrespective of which modulo game is
played, the outcome is then determined by s3 = (s3

i )i∈N . Accordingly, let for each
B ⊆ A the function φB : NN → N be defined such that for x = (xi)i∈N ∈ NN ,

φB(x) = 1 +


∑

i∈N
xi mod |B|


 .

Formally define the outcome function g, such that for all strategy profiles s ∈ S ,

g(s) = am, where m =



φA(s3) if C(s) = N or s2

i = 1 for some i ∈ C(s),
φB(s3) where B = {ãi : i " C(s)} , otherwise.

Let for each coalition C in N,

Vβ(C) = {xC ∈ χ(HC) : C is β-effective for xC in GR
β }.

We first prove that H = {u(g(s)) : s ∈ S }. As it is obvious that {u(g(s)) : s ∈
S } ⊆ H, consider an arbitrary u ∈ H. Then u = u(am) for some 1 ≤ m ≤ |A|.
Now consider the strategy profile (si)i∈N such that si = (1, 1,m) if i = 1 and si =

(1, 1, |A|), otherwise. Then C(s) = N and, informally, the modulo game M(A, |A|)
is played. Hence, g(s) = φA(s3) = am and u(am) ∈ {u(g(s)) : s ∈ S }, as desired.

It remains to be shown that that for each coalition C, V(C) = Vβ(C). To this
end, first consider an arbitrary coalition C containing a pair i and j. Also consider
an arbitrary u ∈ H along with an equally arbitrary strategy profile s = (si)i∈N .
Without loss of generality we may assume u = u(am), for some 1 ≤ m ≤ |A|.
Let t = (ti)i∈N be such that ti = (1, 1, s3

i ) and t j = (1, 1,m′), with m′ satisfying
m′ + 1+ ((

∑
i! j si) mod |A|) = m. Set s̃ = (s−{i, j}, t{i, j}). Informally, then the modulo
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a

b

c




(1, 1) (1, 1) (1, 1)
(1, 1) (1, 0) (0, 1)
(1, 1) (0, 1) (1, 0)




Figure 3: Example showing that it can occur that two outcomes dominate each
another in a graph obtained through α-effectivity, where u(a) = (1, 0), u(b) = (0, 1)
and u(c) = (1, 1). In the two-player non-cooperative game depicted on the right
player 1 chooses rows and player 2 columns.

game M(A, |A|) is played. Accordingly, φA(s̃3) = m and g(s̃) = am. With u having
been chosen arbitrarily, it follows that Vβ(C) = {uC : u ∈ H} = VC .

Finally, consider an arbitrary coalition C that contains no pairs, i.e., for no a ∈
A, {ia, ja} ⊆ C. Also consider an arbitrary xC ∈ RC . First assume that xC ∈ V(C).
We prove that also xC ∈ Vβ(C). By virtue of monotonicity, we may assume without
loss of generality that C = {i∗} for some i∗ ∈ N. Then, xC = xi∗ = ui∗(ãi∗). Also,
ãi∗ = am for some 1 ≤ m ≤ |A|. Let s be an arbitrary strategy profile. Without
loss of generality we may assume that s1

i∗ = 0. Then, there is some B ⊆ A such
that am ∈ B and g(s) = ak where k = φB(s3). Let m′ be such that m′ + 1 +
((
∑

i! j s3
i ) mod |B|) = m and set ti∗ = (0, 0,m′). Then, g(ti∗ , s−i∗) = am, as desired.

For the other direction, assume xC " V(C). Without loss of generality we may
assume that xC = uC(am) for some 1 ≤ m ≤ |A|. We may also assume that am = ãi
for no i ∈ C and ui(am) > ui(ãi) for some i ∈ C. Let D be the set partners of the
members in C, i.e., D = { j ∈ N : j is the partner of some i ∈ C}. As C contains no
pair, C and D are obviously disjoint. Further, let E = N \ (C ∪ D). Thus, E only
contains pairs, i.e., if i and j are partners, then i ∈ E if and only if j ∈ E. Also
observe that {ãi : i ∈ C} = {ãi : i ∈ D}. Hence, am " {ãi : i ∈ C ∪ D}. Let s be the
strategy profile such that si = (1, 1, 1) for all i ∈ E. Then, informally, no matter
which strategy C ∪ D adopts, the modulo game M({ãi : i ∈ C ∪ D}, |A|) is played.
Formally, for all t ∈ S , g(sE , t−E) ∈ {ãi : i ∈ C ∪ D}. Hence, g(sE , t−E) ! am and it
follows that xC = uC(am) " Vβ(C), which concludes the proof. !

5.2 Edge-Mappings and the Edge-Mapping Property

For dominance graphs obtained through α-effectivity matters are slightly more
complicated than for those obtained through β-effectivity. For instance, it is not the
case that every irreflexive dominance relation can be obtained through α-effectivity.
Consider for instance the dominance graph on two alternatives a and b such that a
and b dominate one another, i.e., a ( b as well as b ( a. Now assume for a contra-
diction that this graph can be induced through α-effectivity. As a ( b, there must
be some coalition C that is α-effective for outcome a and such that all of its mem-
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bers strictly prefer outcome a to outcome b, i.e., uC(a) > uC(b). Similarly, because
b ! a there is some coalition D that is α-effective for outcome b and uD(b) > uD(a).
It follows that C and D are disjoint. Moreover, by α-consistency, there is some out-
come c such that uC∪D(c) ≥ (uC(a), uD(b)). Clearly, c has to be distinct from both a
and b, a contradiction.

On the other hand, a dominance graph containing alternatives that dominate
one another does not preclude that dominance relation being obtainable through α-
effectivity. Consider, for instance, the dominance graph on three alternatives, a, b
and c, depicted in Figure 3. There the alternatives a and b dominate one an-
other. Nevertheless, the graph is obtainable through α-effectivity from the non-
cooperative game depicted on the right.

Intuitively, this can be understood as follows. Two outcomes a and b dominat-
ing one another indicates that there are two disjoint coalitions C and D such that C
is α-effective for uC(a) the former whereas D is α-effective for uD(b). Accordingly,
both C and D have strategies that guarantee these utility vectors to themselves, re-
spectively, no matter which strategies the other players adopt. Moreover, C and D
being disjoint, they can play these strategies simultaneously. If they do so some
outcome c results with both uC(c) ≥ uC(a) and uD(c) ≥ uD(b). However, c has to
be distinct from both a and b as both uC(a) > uC(b) and uD(b) > uD(a).

If a dominance relation ! is obtained through α-effectivity from a normal form
game, it is worth remarking that a !C b does not so much mean that coalition C has
a strategy that, no matter what strategies the other players adopt, a is the outcome
of the game. Rather, a !C b signifies that in the normal form game coalition C
has a strategy at her disposal which guarantees, irrespective of the strategies the
other players adopt, that the outcome falls within a set of outcomes each outcome
of which is at least as good for the members of C as a and strictly better than b.
(There may even be several such strategies for C, but we leave this issue aside.)
Accordingly, with each edge (a, b) in !, i.e., each pair a, b ∈ A such that a ! b,
it thus is possible to associate a coalition C, a witnessing coalition, along with
such a set of outcomes that are at least as good as a and strictly better than b for
all members in C. Moreover, for all distinct edges (a, b) and (c, d) with disjoint
witnessing coalitions these sets should have a non-empty intersection. Otherwise
the witnessing coalitions of (a, b) and (c, d) could each play a strategy that guaran-
tees the outcome to fall within disjoint sets, an absurdity. Accordingly, if a binary
relation R is obtainable via α effectivity, it must at least be possible to associate
with each edge (x, y) a set of outcomes containing x but not y. Moreover, any
such so-called edge mapping has to satisfy a number of consistency conditions.
For instance, if both (a, b) and (b, a) are edges in R they have disjoint witnessing
coalitions and the edge mapping should duly associate overlapping sets of out-
comes with (a, b) and (b, a). The full set of consistency conditions is summarized
in the edge-mapping property (EMP) below. We then find that binary relations ob-
tainable through α-effectivity are completely characterized by irreflexivity and the
edge-mapping property.

Formally, we define an edge mapping for a given irreflexive binary relation R

15



on a set A as a function ψ : A × A → 2A such that for each edge (a, b) ∈ R we
have a ∈ ψ(a, b) and b ! ψ(a, b). Observe that an edge mapping ψ is not in
general commutative, i.e., it does not generally hold that ψ(a, b) = ψ(b, a). Given
an edge mapping ψ for R we say that two edges (a, b) and (c, d) in R are ψ-exclusive
whenever at least one of the following two conditions holds:

(i) {a, b} ∩ ψ(c, d) " ∅ and d ∈ ψ(a, b),

(ii) {c, d} ∩ ψ(a, b) " ∅ and b ∈ ψ(c, d).

In this context it is worth observing that for every asymmetric relation there is an
edge mapping ψ such that no two edges are ψ-exclusive. Merely set ψ(a, b) = {a}.
Then, for all edges (a, b) and (c, d) such that {a, b}∩ψ(c, d) " ∅, either a = c or b =
c. If the former we have d " a immediately, if the latter this follows by asymmetry.
In either case d ! ψ(a, b) (also see Corollary 1, below). On the other hand, for
any alternatives a, b in A, if both (a, b) ∈ R and (b, a) ∈ R, (a, b) and (b, a) are
ψ-exclusive for any edge mapping ψ. Intuitively, (a, b) and (c, d) being ψ-exclusive
means that the witnessing coalitions of (a, b) and (c, d) cannot be other than disjoint
given ψ. To appreciate this, recall the intuitive interpretation of ψ(a, b) as a set of
outcomes that is at least as desirable as a and strictly more desirable than b for
the members of the coalition witnessing (a, b). Accordingly, {a, b} ∩ ψ(c, d) " ∅
implies that the coalition witnessing (a, b) strictly prefers a to d. If also d ∈ ψ(c, d)
this means that the witnessing coalitions of (a, b) and (c, d) have to be disjoint. An
analogous argument holds for (ii). This idea is made precise in Lemma 5, below.

The edge-mapping property (EMP) is then defined as follows.

Definition 5 (Edge-mapping property, EMP). Let R ⊆ A × A a binary relation on
a set A. R is said to satisfy the edge-mapping property (EMP) if an edge mapping
ψ : A × A → 2A exists such that

⋂
(a,b)∈R′ ψ(a, b) " ∅ for each subset R′ ⊆ R of

which the edges are pairwise ψ-exclusive.

Informally, the edge-mapping property guarantees that disjoint witnessing coali-
tions under the edge-mapping ψ cannot force the game to end in different outcomes.
Also take notice of the fact that every asymmetric relation vacuously satisfies the
edge-mapping property in virtue of the edge-mapping that maps each edge (a, b)
to {a}.
Example 3. Consider the three binary relations, R1, R2 and R3 depicted in Fig-
ure 4. Only R1 satisfies the edge-mapping property (EMP) in virtue of the edge
mapping ψ summarized in the table below.

(x, y) ψ(x, y)

(a, b) {a, d}
(a, c) {a, d}
(b, a) {b, d}
(d, b) {d}
(d, c) {d}
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a

(R2)

b

c

a

(R3)

b

dc

a

(R1)

b

dc

Figure 4: Of the three binary relations depicted, only R1 satisfies the edge-mapping
property.

Then d ∈ ψ(x, y) for all x, y ∈ {a, b, c, d} and, therefore, cannot fail to satisfy
EMP. In R2, the edges (a, b) and (b, a) are ψ-exclusive for every edge mapping ψ.
Suppose ψ were an edge mapping with respect to which R2 satisfies EMP. Accord-
ingly, ψ(a, b) = {a, c}, ψ(b, a) = {b, c}, and b ∈ ψ(b, c). Now (a, b) and (b, c) are
ψ-exclusive because c ∈ ψ(a, b) and b ∈ ψ(b, c) whereas (b, a) and (b, c) are ψ-
exclusive because b ∈ ψ(b, c) and c ∈ ψ(b, a). As, however, a ! ψ(b, a), b ! ψ(a, b)
and c ! ψ(b, c), ψ(a, b) ∩ ψ(b, a) ∩ (b, c) = ∅. Hence, R2 does not satisfy EMP. We
leave it to the avid reader to verify that R3 does not satisfy EMP either.

We find that the dominance relation of every α-consistent finite NTU game
satisfies the edge-mapping property.

Lemma 4. The dominance relation of every α-consistent finite NTU game satisfies
the edge-mapping property.

Proof. Let$ be the dominance relation of an α-consistent finite NTU game (N,H,V).
For all u, v ∈ H with u $ v, there is some coalition C(u, v) such that uC(u,v) $ vC(u,v).
Moreover, there is some x ∈ V(C(u, v)) with xC(u,v) ≥ uC(u,v) > vC(u,v). Now define
ψ : H × H → 2H such that, for all u, v ∈ H,

ψ(u, v) = {x ∈ H : xC(u,v) ≥ uC(u,v) > vC(u,v)}.

Obviously, ψ is an edge mapping for the dominance relation $, as for all u, v ∈
H we have u ∈ ψ(u, v) and v ! ψ(u, v). Let u1, v1, . . . , um, vm ∈ H such that
(u1, v1),. . . ,(um, vm) are pairwise ψ-exclusive edges in the dominance relation $.
For each 1 ≤ k ≤ m, we have Ck denote the coalition C(uk, vk).

First, we establish that the coalitions Ci and C j are disjoint, for all 1 ≤ i <
j ≤ m. Without loss of generality we may assume that {ui, vi} ∩ ψ(u j, v j) " ∅ and
v j ∈ ψ(ui, vi). Now observe that the former implies that ui

C j
> v j

C j
or vi

C j
> v j

C j
,

whereas the latter yields both v j
Ci
≥ ui

Ci
and v j

Ci
≥ vi

Ci
. Hence, Ci ∩ C j = ∅. We

now show that
⋂

1≤i≤m ψ(ui, vi) " ∅. For each 1 ≤ k ≤ m there is some xCk ∈ V(Ck)
such that xCk ≥ uk

Ck
> vk

Ck
. Because C1, . . . ,Ck are pairwise disjoint and V is α-

consistent, there is some u∗ ∈ H such that uC1∪···∪Cm ≥ xC1∪···∪Cm . It follows that
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u∗ ∈ ψ(ui, vi) for all 1 ≤ i ≤ m. Hence,
⋂

1≤i≤m ψ(ui, vi) ! ∅, which concludes the
proof. !

Since every coalitional NTU game obtained through α-effectivity is α-consistent,
Lemma 4 implies that the dominance relation of any such game satisfies the edge-
mapping property.

5.3 Dominance Relations through α-Effectivity

In order to obtain a full characterization of the dominance relation that can be
obtained through α-effectivity, we construct for each irreflexive relation R with
the edge-mapping property a non-cooperative game GR

α. We then show that R is
induced as the dominance relation of the NTU game that α-corresponds to GR

α.
The players of this game are defined by the weak, i.e., reflexive, transitive and
complete, orders over the outcome set A. Thus, by contrast to the constructions
used in the proofs of Theorems 1 and 2, the number of players is exponential,
rather than linear, in the number of vertices.

Let P(A) denote the set of weak orders P over the set A. We write a "P b to
signify that (a, b) ∈ P. Also a ∼P b denotes that both a "P b and b "P a in P, and
a >P b that a "P b but not b "P a. We omit the subscript whenever P is clear from
the context. Then, define, for each X ⊆ A with a ∈ X and b " X,

C(X, a, b) = {P ∈P(A) : x "P a >P b for all x ∈ X}.

If an edge mapping ψ is fixed in the context, we will also denote C(ψ(a, b), a, b)
by C(a, b). Before we give our characterization result, we first prove a lemma,
establishing the exact conditions under which two coalitions C(a, b) and C(c, d)
are disjoint.

Lemma 5. Let ψ be an edge mapping for an irreflexive relation R on A. Then, for
all (a, b), (c, d) ∈ R,

C(ψ(a, b), a, b) ∩C(ψ(c, d), c, d) = ∅ if and only if (a, b) and (c, d) are ψ-exclusive.

Proof. For the if-direction assume (a, b) and (c, d) to be ψ-exclusive. Without loss
of generality we may assume that {a, b} ∩ ψ(c, d) ! ∅ and d ∈ ψ(a, b). From the
former follows that either a >P d or b >P d for each P ∈ C(ψ(c, d), c, d), whereas
the latter yields both d "P a and d "P b for each P ∈ C(ψ(a, b), a, b). Hence,
C(ψ(a, b), a, b) ∩C(ψ(c, d), c, d) = ∅.

For the opposite direction assume that (a, b) and (c, d) are not ψ-exclusive.
Then,

(i) d ∈ ψ(a, b) implies {a, b} ∩ ψ(c, d) = ∅, and

(ii) b ∈ ψ(c, d) implies {c, d} ∩ ψ(a, b) = ∅.
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We distinguish three cases: (1) d ∈ ψ(a, b), (2) b ∈ ψ(c, d) and (3) neither d ∈
ψ(a, b) nor b ∈ ψ(c, d). First assume d ∈ ψ(a, b). Then, d ! b. By (i), moreover,
{a, b}∩ψ(c, d) = ∅. Hence, also a ! c. Therefore, there exists a weak order P on A
such that for all x ∈ (ψ(a, b) ∪ ψ(c, d)) \ {a},

x > a ∼ d > b.

Observe that both P ∈ C(a, b) and P ∈ C(c, d). Hence, C(a, b) ∩ C(c, d) ! ∅.
Case (2) is covered by an analogous argument.

Finally, if (3) obtains, we have a ! b, c ! d, a ! d as well as b ! c. Moreover,
{b, d} ∩ (ψ(a, b) ∪ ψ(c, d)) = ∅. It follows that there is a weak order P on A such
that for all x ∈ (ψ(a, b) ∪ ψ(c, d)) \ {a, c},

x > a ∼ c > b ∼ d.

Then, both P ∈ C(a, b) and P ∈ C(c, d) and we may conclude C(a, b) ∩ C(c, d) !
∅. !

We are now in a position to prove our characterization result for dominance
graphs obtained through α-effectivity. The edge mapping property may appear a
bit contrived. Even if that is the case, the important thing to observe is that it is a
property of binary relations that is defined independently of their interpretation as
dominance relations. Moreover, Theorem 3 can be used to obtain more intuitive
results. Three of these are captured in Corollaries 1, 2, and 3.

Theorem 3. Let R be a binary relation on a finite set A and χ a comprehension
condition. Then, R is obtainable through α-effectivity under χ if and only if R is
irreflexive and satisfies the edge-mapping property.

Proof. The only-if direction is an immediate consequence of Lemma 3 and Lemma 4:
every finite NTU game that α-corresponds to some normal form game under χ is
α-consistent, and the dominance relation of every α-consistent finite NTU game
satisfies the edge-mapping property.

For the opposite direction, assume R to satisfy the edge-mapping property and
let ψ : A × A → 2A be the witnessing edge mapping. We first construct a nor-
mal form game GR

α = (N, S ,Ω, g,U), where the set of players N is given by the
set P(A) of weak orders over A and Ω = A = {a1, . . . , a|A|}. By virtue of Lemma 2
we may assume without loss of generality that χ is tight. Each player P defines his
own preference relation over A, i.e., P weakly prefers a to b if and only if (a, b) ∈ P.
We have the utility matrix U = (ui j)i∈N, j∈A represent these preferences. Let, more-
over, set of strategies for each player i ∈ N be defined as as S i = A×A×{1, . . . , |A|},
with typical element si = (s1

i , s
2
i , s

3
i ).

This leaves us with the definition of the outcome function g : S → A. For a bet-
ter understanding, however, we first give an informal description of the game GR

α

and introduce a number of notational conventions. The game GR
α can be under-

stood as follows. By choosing the strategies s1
i and s2

i a player announces which
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coalition C(x, y), where x, y ∈ A and xRy, he wishes to belong to. Only if all
players of a coalition express the wish to belong to that very coalition, it is actu-
ally formed. In this way the simultaneous formation of overlapping coalitions is
precluded. Then a modulo game M(X, |A|) is played, the outcome of which is deter-
mined by (s3

i )i∈N . The resulting outcome is also the outcome of GR
α. Accordingly

each coalition C(a, b) in C (R) can force the outcome of the game to fall within the
set ψ(a, b) by choosing an appropriate joint strategy which guarantees the mem-
bers i of C(a, b) a minimum utility of ui(a), no matter which strategies the other
players adopt.

Let C (R) = {C(a, b) : aRb} and for each strategy profile s = (s1, s2, s3) in S .
We say that C(a, b) forms at s if s1

i = a and s2
i = b for all i ∈ C(a, b). Now define

C (s) as the set of coalitions in C (R) that form at s, i.e.,

C (s) = {C(a, b) ∈ C (R) : C(a, b) forms at s}.

Defined thus, all coalitions in C (s) are pairwise disjoint. Moreover, by virtue of
Lemma 5, for any a, b, c, d ∈ A with C(a, b),C(c, d) ∈ C (s), the edges (a, b), (c, d) ∈
R are ψ-exclusive. With each strategy profile s = (s1, s2, s3) we associate a set X(s) ⊆
A of outcomes defined as,

X(s) =
⋂
{ψ(a, b) : C(a, b) ∈ C (s)}.

We postulate that X(s) = A in case C (s) = ∅. As R satisfies the edge-mapping
property, it follows that for each strategy profile s the set X(s) is non-empty.

We are now in a position to formally define the outcome function g, such that
for all strategy profiles s = (s1, s2, s3) in S ,

g(s) = am, where m = 1 +


∑

i∈N
s3

i mod |X(s)|

 .

Accordingly, by merely forming, each coalition C(a, b) in C (R) has a strategy that,
no matter which strategies the other players adopt, guarantees the the outcome
of GR

α to fall within ψ(a, b).
Let VR

α be the finite coalitional NTU game (N,H,Vα) where H = {u(g(s)) : s ∈
S } and for each coalition C in N,

Vα(C) = {xC ∈ HC : C is α-effective for xC in GR
α}.

Obviously, VR
α α-corresponds to GR

α, so it remains to be shown that VR
α induces R.

Observe that u(a) = u(b) if and only if a = b. The if-direction is trivial. For the
other direction, observe that there is some weak order P ∈ P(A) such that a > b
in P. As P ∈ N also uP(a) > uP(b) signifying that a ! b. Consequently, |H| = |A|
and it suffices to prove that for all a, b ∈ A, aRb if and only if u(a) $ u(b).

Consider arbitrary a, b ∈ A and assume aRb. Then, C(a, b) ∈ C (R). Let the
strategy profile s be defined such that si = (a, b, 1) for all i ∈ C(a, b) and let t

20



be an arbitrary strategy profile. Then C(a, b) is formed at s∗ = (sC(a,b), t−C(a,b)),
i.e., C(a, b) ∈ C (s∗). Hence, X(s∗) ⊆ ψ(a, b) and g(s∗) ∈ ψ(a, b). Moreover,
uC(a,b)(g(s∗)) ≥ uC(a,b)(a) > uC(a,b)(b). As t had been chosen arbitrarily, it follows
that uC(a,b)(a) ∈ Vα(C(a, b)). Therefore, u(a) dominates u(b) via C(a, b), which
yields u(a) & u(b).

For the opposite direction, assume that aRb does not hold for some a, b ∈ A.
Then, C(a, b) is not in C (R) and consequently never forms. Because the dominance
relation of any finite NTU game is irreflexive, without loss of generality, we may
assume that a ! b. For a contradiction, moreover, assume that nevertheless u(a) &
u(b). Then, there is some coalition C in N and some s̃ ∈ S such that,

uC(g(s̃C , s−C)) ≥ uC(a) > uC(b), for all for all s ∈ S . (∗)
Consider this s̃ and observe that C ! N, otherwise C would also have contained
weak orders P with uP(b) ≥ uP(a). So, let i∗ be a player with i∗ " C. Observe that
there are c, d ∈ A with cRd such that C(c, d) ⊆ C. To appreciate this let b = am
and let s be such that si = (a, b, xi) and 1 + ((

∑
i∈C s̃3 +

∑
i"C s3) mod |A|) = m. Be-

cause C ! N, s is well-defined. If C contains no coalition C(c, d) then X(s̃C , s−C) =
A and g(s̃C , s−C) = am = b. Consequently, uC(b) ≥ uC(g(s̃C , s−C)), which is at vari-
ance with (∗).

We now show that (c, d) = (a, b). Recall that a ! b and that, because R is
irreflexive, also c ! b. For a contradiction assume (c, d) ! (a, b). We distinguish
the following cases: (i) a ! c and b = d, (ii) a ! c and b ! d, and (iii) a = c
and b ! d. If (i), b ! c and there is a weak order P1 over A with c > b = d > a.
Hence, P1 ∈ C(c, d). If (ii) there is a weak order P2 over A with c ∼ b > a ∼ d.
Now, P2 ∈ C(c, d). Finally, if (iii), both c ! b and a ! d. Accordingly a weak
order P3 over A with b > a = c > d exists. Moreover, P3 ∈ C(c, d). In all three
cases together with C(c, d) ⊆ C, it follows that it is not the case that uC(a) > uC(b),
contradicting (∗).

Recall that cRd. Hence aRb as well, because (a, b) = (c, d). This, however,
contradicts our previous assumption. !

The following corollaries show how the edge-mapping can be employed. The
first two can also easily be obtained by other means, but are included for illustrative
purposes. Corollary 3 is slightly more substantial.

Corollary 1. Let χ be a comprehension condition. Then, every asymmetric relation
on a finite set A is obtainable through α-effectivity under χ.

Proof. Define ψ : A×A→ 2A such that ψ(a, b) = {a} for all (a, b) ∈ R. Obviously, ψ
is an edge mapping. Asymmetry of R, moreover, guarantees that no two edges in R
are ψ-exclusive. Hence, R satisfies the edge-mapping property trivially. Theorem 3
then yields the desired result. !

Corollary 2. Let χ be a comprehension condition and R an irreflexive relation on
a finite set A such that there is some a ∈ A with xRa for no x ∈ A. Then, R is
obtainable through α-effectivity under χ.
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Proof. Define ψ : A× A→ 2A so that ψ(b, c) = {a, b} for all (b, c) ∈ R. Then, obvi-
ously, b ∈ ψ(b, c). By irreflexivity of R, we have c ! b and since a is undominated,
also c ! a. Hence, c " ψ(b, c) and we may conclude that ψ is an edge mapping
for R. Now observe that a ∈ ⋂(b,c)∈R ψ(b, c). Accordingly, the relation R has the
edge-mapping property and Theorem 3 yields the desired result. !

Corollary 3. Let χ be a comprehension condition and A a finite set of at least two
alternatives. Then, the maximal irreflexive relation Ru = {(a, b) ∈ A × A : a ! b}
on A is not obtainable through α-effectivity under χ.

Proof. Assume for a contradiction that Ru satisfies the edge-mapping property and
let ψ be the witnessing edge mapping. We first prove by induction on k that for
each 0 ≤ k there are distinct c1, . . . , ck ∈ A such that the edges (a, b), (b, a),
(a, c1), . . . , (a, ck) are ψ-exclusive. For k = 0 merely observe that (a, b) and (b, a)
are ψ-exclusive as a ∈ ψ(a, b) and b ∈ ψ(b, a) by the definition of an edge map-
ping. For the induction step, assume that a, b, c1, . . . , ck ∈ A exist such that (a, b),
(b, a), (a, c1), . . . , (a, ck) are pairwise ψ-exclusive. Having assumed Ru to satisfy
the edge-mapping property in virtue of ψ, we have

⋂
(x,y)∈Xk ψ(x, y) ! ∅, where

Xk = {(a, b), (b, a)} ∪ {(a, ci) : 1 ≤ i ≤ k}. Observe, however, that a " ψ(b, a),
b " ψ(a, b) and ci " ψ(a, ci) for each 1 ≤ i ≤ k. Hence, there is some ck+1 distinct
from a, b, c1, . . . , ck such that ck+1 ∈ ψ(a, b), ck+1 ∈ ψ(b, a) and ck+1 ∈ ψ(a, ci) for
each 1 ≤ i ≤ k. Now consider the edge (a, ck+1). Obviously, a ∈ ψ(a, ck+1). It
follows that the edges (a, b), (b, a), (a, c1), . . . , (a, ck+1) are pairwise ψ-exclusive.

To conclude, consider the case in which k = |A|−2. Then, {a, b, c1, . . . , c|A|−2} =
A coincides with A and the edges (a, b), (b, a), (a, c1), . . . , (a, c|A|−2) are pairwise ψ-
exclusive. However, for each x ∈ A, x " ψ(a, x). Hence,

⋂
(x,y)∈X|A|−2 ψ(x, y) = ∅,

contradicting the assumption that Ru satisfies the edge-mapping property. !

6 Conclusion

We characterized the structural restrictions of dominance relations in coalitional
games that denote whether there is an effective coalition that unanimously prefers
one outcome to another. We have shown that any irreflexive relation over a finite set
can be obtained as the dominance relation of some ordinary, monotonic, and simple
coalitional NTU game V , even if we require V to be induced by a non-cooperative
game via β-effectivity. Dominance relations obtainable via α-effectivity are char-
acterized by a more restrictive condition, which we refer to as the edge-mapping
property.

Many well-known dominance-based solution concepts from coalitional game
theory (e.g., the core or stable sets) lack existence, uniqueness, or even both. So-
cial choice theory, on the other hand, has produced solution concepts—e.g., the
Banks set, the uncovered set, or the minimal covering set—of which existence,
uniqueness, and several other desirable properties are guaranteed for asymmetric
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dominance relations on a finite set of alternatives. An important question for fu-
ture work is whether there are extensions of these concepts that retain most of their
attractive properties for dominance relations that are not anti-symmetric.
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Abstract

In previouswork belief change over time was modeled bymeans of branching-
time structures; a corresponding modal logic with operators for next-time, infor-
mation and belief was proposed and some aspects of the relationship between
this logic and the AGM theory of belief revision were discussed. In this paper
we establish a stronger correspondence between the semantics of temporal belief
revision frames and AGM belief revision. The addition of a valuation to a tempo-
ral belief revision frame gives rise - for every state-instant pair (ω, t) - to a belief
set K (at (ω, t)) and a partial belief revision function based on K (constructed
from the beliefs at the immediate successors of t and at state ω). We investigate
under what conditions such a partial belief revision function can be extended to
a full AGM revision function. We find that a necessary and sufficient condition
(when the set of states Ω is finite) is that there exist a total pre-orderR of Ω that
rationalizes belief revision at (ω, t), in the sense that at t and at the immediate
successors of t (and at state ω) the states that the agent considers possible are the
R-maximal states among the ones that are compatible with the information re-
ceived. We also provide a set of axioms that characterizes this class of temporal
belief revision frames.

Keywords: information, belief, branching time, AGM belief revision, plausibility
ordering.

1 Introduction

In [4] and [5] belief change over time was modeled by means of branching-time struc-

tures; a corresponding modal logic with operators for next-time, information and belief

was proposed and some aspects of the relationship between this logic and the AGM

theory of belief revision ([1]) were discussed. In this paper we establish a stronger

correspondence between the semantics of temporal belief revision frames and AGM

belief revision. The addition of a valuation to a temporal belief revision frame gives
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rise - for every state-instant pair (ω, t) - to a belief setK (the agent’s beliefs at (ω, t))

and a partial belief revision function based onK (constructed from the agent’s beliefs

at the immediate successors of instant t and at state ω). We investigate under what

conditions such a partial belief revision function can be extended to a full AGM revi-

sion function. We find that a necessary and sufficient condition (when the set of states

Ω is finite) is that there exist a total pre-order R of Ω that rationalizes belief revision

at (ω, t), in the sense that at instant t and at its immediate successors (and at state ω)

the states that the agent considers possible are the R-maximal states among the ones

that are compatible with the information received. We also provide a set of axioms in

a modal logic that characterizes this class of temporal belief revision frames.

2 Temporal belief revision frames

A next-time branching frame is a pair 〈T,!〉 where T is a set of instants or dates and

! is a binary “next-time” relation on T satisfying the following properties: ∀t1, t2, t3 ∈

T,

1. if t1 ! t3 and t2 ! t3 then t1 = t2,

2. if 〈t1, ..., tn〉 is a sequence with ti ! ti+1, for every i = 1, ..., n − 1, then

tn &= t1.

The interpretation of t1 ! t2 is that t2 is an immediate successor of t1 or t1

is the immediate predecessor of t2 : every instant has at most a unique immediate

predecessor but can have several immediate successors. If t ∈ T we denote the set of

immediate successors of t by t!, that is, t! = {t′ ∈ T : t ! t′}.

A temporal belief-information structure is a tuple 〈T,!,Ω, {Bt,It}t∈T 〉 where

〈T,!〉 is a next-time branching frame, Ω is a set of states (or possible worlds) and,

for every t ∈ T , Bt and It are binary relations on Ω, the first capturing beliefs and the

latter information. The interpretation of ωItω′ is that at state ω and time t − according

to the information received − it is possible that the true state is ω′. On the other hand,

the interpretation of ωBtω′ is that at state ω and time t, in light of the information
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received, the agent considers state ω′ possible (an alternative expression is “ω′ is a

doxastic alternative to ω at time t”). We shall use the following notation:

Bt(ω) = {ω′ ∈ Ω : ωBtω′} and, similarly, It(ω) = {ω′ ∈ Ω : ωItω′}.

Thus Bt(ω) is the set of states that are reachable from ω according to the relation Bt

and similarly for It(ω).

Definition 1 A temporal belief-information structure 〈T,!,Ω, {Bt,It}t∈T 〉 is a tem-

poral belief revision frame if it satisfies the following properties: ∀ω ∈ Ω,

∀t, t′, t′′ ∈ T :
1. Bt(ω) ⊆ It(ω),

2. Bt(ω) &= ∅,

3. if t ! t′ then It′(ω) ⊆ It(ω),

4. if t ! t′, t ! t′′ and It′(ω) = It′′(ω) then Bt′(ω) = Bt′′(ω),

5. if t ! t′ and Bt(ω) ∩ It′(ω) &= ∅ then Bt′(ω) = Bt(ω) ∩ It′(ω).

Property 1 says that information is believed and Property 2 that beliefs are consis-

tent. Thus the two together imply that information itself is consistent.1 By Property 3,

later information never contradicts earlier information: at any given state, information

becomes more refined as time goes by. Property 4 requires that at any two instants that

share the same immediate predecessor, if information is the same then beliefs must be

the same. Property 5 was called the ‘Qualitative Bayes Rule’ (QBR) in [4], based on

the following observation. In a probabilistic setting, let Pω,t be the probability mea-

sure over a set of states Ω representing the agent’s probabilistic beliefs at state ω and

time t, let F ⊆ Ω be an event representing the information received by the agent at a

later date t′ and let Pω,t′ be the posterior probability measure representing the revised

beliefs at state ω and date t′. Bayes’ rule requires that, if Pω,t(F ) > 0, then, for every

event E ⊆ Ω, Pω,t′(E) = Pω,t(E∩F )
Pω,t(F ) . Bayes’ rule thus implies the following (where

supp(P ) denotes the support of the probability measure P ):

if supp(Pω,t) ∩ F &= ∅, then supp(Pω,t′) = supp(Pω,t) ∩ F.

1As pointed out by Friedman and Halpern [9], it is not clear how one could be informed of a contra-
diction.
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Figure 1: A temporal belief revision frame

If we set Bt(ω) = supp(Pω,t), F = It′(ω), with t ! t′, and Bt′(ω) = supp(Pω,t′)

then we get Property 5. Thus in a probabilistic setting the proposition “at date t the

agent believes φ” would be interpreted as “the agent assigns probability 1 to the set of

states where φ is true”.

Figure 1 shows a temporal belief revision frame. For simplicity, in all the figures

we assume that, for every instant t, the information relation It is an equivalence rela-

tion (whose equivalence classes are denoted by rectangles) and the belief relation Bt

is transitive and euclidean2 (we represent this fact by enclosing states in ovals and,

within an equivalence class of It, we have that ω′ ∈ Bt(ω) if and only if ω′ belongs to

an oval). Note, however, that none of the results below require It to be an equivalence

relation, nor do they require Bt to be transitive and euclidean.

For example, in Figure 1 at state α and time t3 the agent is informed that the true

state is either α, γ or ε (It3(α) = {α, γ, ε}) and (incorrectly) believes that it is γ

(Bt3(α) = {γ}). At the next instant t4 (and still at state α) the agent is now informed

that the true state is either α or ε (It4(α) = {α, ε}) and forms the revised (correct)

belief that the true state is α. On the other hand, t5 is an alternative next instant to t3

and at t5 (and still at state α) the agent’s information is It5(α) = {α, γ} and, according
2Bt is transitive if ω′ ∈ Bt(ω) implies that Bt(ω

′) ⊆ Bt(ω); it is euclidean if ω′ ∈ Bt(ω) implies
that Bt(ω) ⊆ Bt(ω′). Property 1 of Definition 1 is usually referred to as seriality.
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to the Qualitative Bayes’ Rule (Property 5 of Definition 1), she maintains the earlier

(incorrect) belief that the true state is γ (Bt5(α) = {γ}).3

We want to relate temporal belief revision frames to the AGM theory of belief

revision ([1]), which is reviewed in the following section.4

3 Belief revision functions

Let Φ0 be the set of formulas of a propositional language based on a countable set

S0 of atomic propositions.5 Given a subset K ⊆ Φ0, its PL-deductive closure [K]PL

(where ‘PL’ stands for Propositional Logic) is defined as follows: ψ ∈ [K]PL if and

only if there exist φ1, ...,φn ∈ K (with n ≥ 0) such that (φ1 ∧ ... ∧ φn) → ψ is a

tautology (that is, a theorem of Propositional Logic). A set K ⊆ Φ0 is consistent if

[K]PL &= Φ0 (equivalently, if there is no formula φ such that both φ and ¬φ belong

to [K]PL). A set K ⊆ Φ0 is deductively closed if K = [K]PL. A belief set is a set

K ⊆ Φ0 which is deductively closed.

LetK be a consistent belief set representing the agent’s initial beliefs and letΨ0 ⊆

Φ0 be a set of formulas representing possible items of information. A belief revision

function based on K is a function !K : Ψ0 → 2Φ0 (where 2Φ0 denotes the set of sub-

sets of Φ0) that associates with every formula ψ ∈ Ψ0 (thought of as new information)

a set !K(ψ) ⊆ Φ0 (thought of as the revised beliefs).6 If Ψ0 &= Φ0 then !K is called

a partial belief revision function, while if Ψ0 = Φ0 then !K is called a full belief

revision function.

Definition 2 Let !K : Ψ0 → 2Φ0 be a (partial) belief revision function and !′
K :

Φ0 → 2Φ0 a full belief revision function. We say that!′
K is an extension of !K if, for

every ψ ∈ Ψ0, !′
K(ψ) = !K(ψ).

A full belief revision function is called an AGM revision function if it satisfies the
3As further illustration, focusing on state ε and the immediate successors of t0, we have that It1(ε) =

{α, β, γ, ε}, Bt1(ε) = {γ}, It2(ε) = {β, γ, δ, ε}, Bt2(ε) = {β, γ}, It3(ε) = {α, γ, ε} and Bt3(ε) =
{γ}. This collection of sets will be used later to illustrate the notion of AGM-consistency.

4For a more detailed account see, for example, [10] or [8].
5Thus Φ0 is defined recursively as follows: if p ∈ S0 then p ∈ Φ0 and if φ, ψ ∈ Φ0 then ¬φ ∈ Φ0

and (φ ∨ ψ) ∈ Φ0.
6In the literature it is common to use the notationK∗

ψ instead of !K(ψ).
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following properties, known as the AGM axioms: ∀φ,ψ ∈ Φ0,

(AGM1) !K(φ) = [!K(φ)]PL

(AGM2) φ ∈ !K(φ)

(AGM3) !K(φ) ⊆ [K ∪ {φ}]PL

(AGM4) if ¬φ /∈ K, then [K ∪ {φ}]PL ⊆ !K(φ)

(AGM5) !K(φ) = Φ0 if and only if φ is a contradiction

(AGM6) if φ ↔ ψ is a tautology then !K(φ) = !K(ψ)

(AGM7) !K(φ ∧ ψ) ⊆ [!K(φ) ∪ {ψ}]PL

(AGM8) if ¬ψ /∈ !K(φ), then [!K(φ) ∪ {ψ}]PL ⊆ !K(φ ∧ ψ).

AGM1 requires the revised belief set to be deductively closed.

AGM2 requires that the information be believed.

AGM3 says that beliefs should be revised minimally, in the sense that no new

formula should be added unless it can be deduced from the information received and

the initial beliefs.7

AGM4 says that if the information received is compatible with the initial beliefs,

then any formula that can be deduced from the information and the initial beliefs

should be part of the revised beliefs.

AGM5 requires the revised beliefs to be consistent, unless the information φ is a

contradiction (that is, ¬φ is a tautology).

AGM6 requires that if φ is propositionally equivalent toψ then the result of revising

by φ be identical to the result of revising by ψ.

AGM7 and AGM8 are a generalization of AGM3 and AGM4 that

“applies to iterated changes of belief. The idea is that if !K(φ) is a
revision of K [prompted by φ] and !K(φ) is to be changed by adding
further sentences, such a change should be made by using expansions of
!K(φ) whenever possible. More generally, the minimal change of K to
include both φ and ψ (that is, !K(φ ∧ ψ)) ought to be the same as the
expansion of !K(φ) by ψ, so long as ψ does not contradict the beliefs in
!K(φ)” (Gärdenfors [10], p. 55; notation changed to match ours).

7Note that, for every formulaψ, ψ ∈ [K ∪ {φ}]PL if and only if (φ → ψ) ∈ K (since, by hypothesis,
K = [K]PL).
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4 Temporal models and AGM revision

We now return to the semantic structures of Definition 1 and interpret them by adding

a valuation that associates with every atomic proposition p the set of states at which

p is true. Note that, by defining a valuation this way, we frame the problem as one of

belief revision, since the truth value of an atomic proposition depends only on the state

and not on the time.8

Let S0 be a countable set of atomic propositions and Φ0 the set of propositional

formulas built from S0 (see Footnote 5). Given a temporal belief revision frame F =

〈T,!,Ω, {Bt,It}t∈T 〉, a model based on (or an interpretation of) F is obtained by

adding to F a valuation V : S0 → 2Ω (where 2Ω denotes the set of subsets of Ω).9

Truth of an arbitrary formula φ ∈ Φ0 at state ω in modelM is denoted by ω |=M φ

and is defined recursively as follows:

(1) for p ∈ S0, ω |=M p if and only if ω ∈ V (p),

(2) ω |=M ¬φ if and only if ω %|=M φ, and

(3) ω |=M (φ ∨ ψ) if and only if either ω |=M φ or ω |=M ψ (or both).

The truth set of formula φ in model M is denoted by |φ|M; thus |φ|M = {ω ∈

Ω : ω |=M φ}.

Definition 3 Given a model M = 〈T,!,Ω, {Bt,It}t∈T , V 〉, a state ω ∈ Ω, an

instant t ∈ T and formulas φ,ψ ∈ Φ0 we say that

• at (ω, t) the agent is informed that ψ if and only if It(ω) = |ψ|M,

• at (ω, t) the agent believes that φ if and only if Bt(ω) ⊆ |φ|M.

Note that for information we require equality of the two sets (this corresponds to

the notion of ‘all the agent knows’: see [4] for references), while for belief we impose

the standard requirement that Bt(ω) be a subset of the truth set of a formula.
8In principle, the temporal structures of Definition 1 can be used to describe either a situation where

the objective facts describing the world do not change− so that only the beliefs of the agent change over
time − or a situation where both the facts and the doxastic state of the agent change. In the literature
the first situation is called belief revision, while the latter is called belief update (see [12]). We restrict
attention to belief revision.

9If instead of belief revision we were interested in belief update (see Footnote 8), then we would need
to define a valuation as a function V : S0 → 2Ω×T .
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Given a modelM and a state-instant pair (ω, t), according to Definition 3 we can

associate with (ω, t) a belief set and a (typically partial) belief revision function as

follows. Let

KM,ω,t = {φ ∈ Φ0 : Bt(ω) ⊆ |φ|M} , (1)

denote the set of formulas that the agent believes at (ω, t), that is, his belief set at

(ω, t). It is straightforward to show thatKM,ω,t is a consistent and deductively closed

set. Let

ΨM,ω,t =
{

ψ ∈ Φ0 : |ψ|M = It′(ω) for some t′ ∈ t!
}

(2)

be the possible items of information that the agent might receive next time (that is,

at some immediate successor of t: recall that t! = {t ∈ T : t ! t′}). Finally let

"KM,ω,t
: ΨM,ω,t → 2Φ0 be defined as10

"KM,ω,t
(ψ) =

{

φ ∈ Φ0 : Bt′(ω) ⊆ |φ|M for t′ ∈ t! such that It′(ω) = |ψ|M
}

.

(3)

That is, if at the immediate successor t′ of t, the agent is informed that ψ (It′(ω) =

|ψ|M), then his revised belief set is given by the set of formulas that he believes at

(ω, t′): {φ ∈ Φ0 : Bt′(ω) ⊆ |φ|M}.

What properties must a choice frame F satisfy in order for it to be the case that

the belief revision functions associated with an arbitrary interpretation (or model) of

F can be extended to full AGM belief revision functions?

Definition 4 A temporal belief revision frame F = 〈T,!,Ω, {Bt,It}t∈T 〉 is AGM-

consistent if, for every modelM = 〈F , V 〉 based on it and for every state-instant pair

(ω, t), the associated belief revision function"KM,(ω,t)
(see (3) above) can be extended

(see Definition 2) to a full belief revision function that satisfies the AGM axioms.

The temporal belief revision frame illustrated in Figure 1 is not AGM consistent.

To see this, consider the following model based on it. The set of atomic propositions
10This function is well defined because of Property 4 of Definition 1.
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is S0 = {p, q, r, s} and the valuation V : S0 → 2Ω is as follows: V (p) = {α,β, γ, ε},

V (q) = {β, γ, δ, ε}, V (r) = {β, γ} and V (s) = {γ}. The initial beliefs are given

by the consistent and deductively closed set K = {φ ∈ Φ0 : η ∈ |φ|}. If ψ is a for-

mula such that |ψ| = It(ω) for some t ∈ {t1, t2, t3} and ω ∈ Ω, let !K(ψ) =

{φ ∈ Φ0 : Bt(ω) ⊆ |φ|} be the revised beliefs at stateω and instant t after receiving in-

formation φ. Thus, for example, {¬p,¬q,¬r,¬s} ⊆ K; furthermore, since It1(ε) =

{α,β, γ, ε} = |p| and Bt1(ε) = {γ} ⊆ |p| ∩ |q| ∩ |r| ∩ |s|, {p, q, r, s} ⊆ !K(p).

Similarly, since It2(ε) = {β, γ, δ, ε} = |q| and Bt2(ε) = {β, γ}, {p, q, r} ⊆ !K(q)

but s /∈ !K(q). Since s ∈ !K(p) and s /∈ !K(q)

!K(p) %= !K(q). (4)

Suppose that !′
K : Φ0 → 2Φ0 is an AGM belief revision function that extends

!K . Since (q ∧ r) ∈ !K(p) = !′
K(p) and !′

K(p) is consistent, ¬(q ∧ r) /∈

!′
K(p). It follows from AGM axioms AGM7 and AGM8 that !′

K(p ∧ (q ∧ r)) =

[!′
K(p) ∪ {(q ∧ r)}]PL = [!′

K(p)]PL = !′
K(p). Similarly, since (p∧ r) ∈ !K(q) =

!′
K(q), by AGM axioms AGM7 and AGM8 !′

K(q ∧ (p ∧ r)) = !′
K(q). Furthermore,

since (p ∧ (q ∧ r)) ↔ (q ∧ (p ∧ r)) is a tautology, it follows from AGM axiom AGM6

that !′
K(p ∧ (q ∧ r)) = !′

K(q ∧ (p ∧ r)). Hence !′
K(p) = !′

K(q). Since !′
K is

an extension of !K , !′
K(p) = !K(p) and !′

K(q) = !K(q), yielding a contradiction

with (4).

The main result of this section is that, whenΩ is finite, AGM-consistency is equiv-

alent to the property that, at every state-instant pair (ω, t), belief revision can be ra-

tionalized by a “plausibility” ordering of the set of states, in the sense that at t and at

the immediate successors of t (and a state ω) the states that the agent considers pos-

sible are the most plausible among the ones that are compatible with the information

received.

Definition 5 A plausibility ordering of the set of states Ω is a total pre-order ofΩ, that

is, a binary relation R ⊆ Ω×Ω which is complete (∀ω,ω′ ∈ Ω, either ωRω′ or ω′Rω)

and transitive (∀ω,ω′,ω′′ ∈ Ω, if ωRω′ and ω′Rω′′ then ωRω′′). We interpret ωRω′

as “ω is at least as plausible as ω′”. Given a plausibility orderingR of Ω and a subset
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E ⊆ Ω, let

max R E = {ω ∈ E : ωRω′, ∀ω′ ∈ E}

Thus maxR E is the set of states in E that are maximal (“most plausible”) according

to the ordering R.

Definition 6 A temporal belief revision frame 〈T,!,Ω, {Bt,It}t∈T 〉 is a plausibility

frame if it satisfies the following property: ∀ω ∈ Ω, ∀t ∈ T , there exists a plausi-

bility ordering R(ω,t) of Ω that rationalizes the agent’s beliefs at t and its immediate

successors (and state ω) in the sense that
1. Bt(ω) = maxR(ω,t)

It(ω), and

2. for every t′ ∈ T such that t ! t′,Bt′(ω) = maxR(ω,t)
It′(ω).

The temporal belief revision frame illustrated in Figure 1 is not a plausibility frame.

In fact, consider the state-instant pair (ε, t0). Suppose that R is a total pre-order of Ω

that rationalizes the agent’s beliefs at (ε, t0). Then, it must be that Bt1(ε) = {γ} =

maxR It1(ε) = {α,β, γ, ε}, which implies that (β, γ) /∈ R; furthermore, it must be

that Bt2(ε) = {β, γ} = maxR It2(ε) = {β, γ, δ, ε},which implies that (β, γ) ∈ R,

yielding a contradiction.

Remark 1 In Definition 6 the total pre-order R that rationalizes beliefs at (ω, t) is

required to be a “global” relation on the entire set of statesΩ. Alternatively one could

merely require the existence of a “local” total pre-order of It(ω). However, the two

definitions are equivalent. IfR is a total pre-order of Ω, then the restriction R′ of R to

It(ω) [that is, R′ = R ∩ (It(ω) × It(ω))] would provide the desired local total pre-

order. Conversely, if R′ is a local total pre-order of It(ω) then define R ⊆ Ω × Ω as

follows: R = R′∪{(x, y) : x ∈ It(ω) and y ∈ Ω\It(ω)}∪{(x, y) : x, y ∈ Ω\It(ω)}.

Then R is the desired global total preorder.11

The next proposition provides a necessary and sufficient condition for a tempo-

ral belief revision frame to be a plausibility frame. All the proofs are given in the

Appendix.
11Recall that, by Property 3 of Definition 1, if t ! t′ then It′(ω) ⊆ It(ω).
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Proposition 1 A temporal belief revision frame 〈T,!,Ω, {Bt,It}t∈T 〉 is a plausi-

bility frame if and only if it satisfies the following property: ∀ω ∈ Ω, ∀t ∈ T ,

∀t0, t1, ..., tn ∈ t! with tn = t0 and n ≥ 1 (recall that t! is the set of immedi-

ate successors of t),

if Itk−1(ω) ∩ Btk(ω) '= ∅, ∀k = 1, ..., n,

then Itk−1(ω) ∩ Btk(ω) = Btk−1(ω) ∩ Itk(ω), ∀k = 1, ..., n.
(PLS)

For example, in the frame of Figure 1, property PLS is violated since It1(ε) ∩

Bt2(ε) = {β, γ} '= It2(ε) ∩ Bt1(ε) = {γ}.

The following proposition says that, when the set of states is finite, a temporal

belief revision frame is AGM-consistency if and only if it is a plausibility frame.

Proposition 2 Let F = 〈T,!,Ω, {Bt,It}t∈T 〉 be a temporal belief frame where Ω

is finite. Then the following are equivalent.

1. F is AGM-consistent.

2. F is a plausibility frame.

We now turn to a modal logic characterization of AGM-consistent frames.

5 A temporal logic for belief revision

We briefly review the modal language introduced in [4], which contains the following

modal operators: the next-time operator ©, the belief operator B, the information

operator I and the “all state” operator A. The intended interpretation is as follows:
©φ : “at every next instant it will be the case that φ”

Bφ : “the agent believes that φ”

Iφ : “the agent is informed that φ”

Aφ : “it is true at every state that φ”.

Fix a modelM = 〈T,!,Ω, {Bt,It}t∈T , V 〉, where V : S0 → 2Ω is a valuation.

Given a state ω, an instant t and a formula φ, we write (ω, t) |=M φ to denote that φ

is true at (ω, t) in model M. Let ‖φ‖M ⊆ Ω × T denote the truth set of φ, that is,

‖φ‖M = {(ω, t) ∈ Ω×T : (ω, t) |=M φ} and let -φ.M,t ⊆ Ω denote the set of states

at which φ is true at time t, that is, -φ.M,t = {ω ∈ Ω : (ω, t) |=M φ}. Truth at (ω, t)
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is defined as usual for Boolean (that is, non-modal) formulas. For the modal formulas

we have
(ω, t) |=M ©φ if and only if (ω, t′) |=M φ for every t′ such that t ! t′.

(ω, t) |=M Bφ if and only if Bt(ω) ⊆ #φ$M,t

(ω, t) |=M Iφ if and only if It(ω) = #φ$M,t

(ω, t) |=M Aφ if and only if #φ$M,t = Ω.

Note that, while the truth condition for the operator B is the standard one, the

truth condition for the operator I is non-standard: instead of simply requiring that

It(ω) ⊆ #φ$M,t we require equality: It(ω) = #φ$M,t (for an explanation see [4],

where the role of the “all state” operator is also discussed).

A formula φ is valid in a model if ‖φ‖M = Ω × T , that is, if φ is true at every

state-instant pair (ω, t). A formula φ is valid in a frame if it is valid in every model

based on it. A property of frames characterizes (or is characterized by) an axiom if the

axiom is valid in every frame that satisfies the property and, conversely, if the frame

violates the property then there is a model based on that frame and a state-instant pair

at which the axiom is falsified.

Let♦ be an abbreviation for¬©¬ (thus (ω, t) |=M ♦φ if and only if (ω, t′) |=M φ

for some t′ such that t ! t′); furthermore, let
∧

j=1,...,m

φj denote the conjunction

(φ1 ∧ ... ∧ φm). In the following proposition all the formulas are restricted to be

Boolean, that is, formulas that do not contain any modal operators.

Proposition 3 The class of plausibility frames (see Definition 6) is characterized by

the following axioms (in Axiom 6 let φ0 = φn and χ0 = χn):

1. Iφ → Bφ

2. Bφ → ¬B¬φ

3. Iψ → ©(Iφ → A(φ → ψ))

4. ♦(Iψ ∧ Bφ) → ©(Iψ → Bφ)

5a. (¬B¬φ ∧ Bψ) → ©(Iφ → Bψ)

5b. ¬B¬(φ ∧ ¬ψ) → ©(Iφ → ¬Bψ)

6.
∧

j=1,...,n

♦
(

Iφj∧¬B¬φj−1∧Bχj

)

→

∧

j=1,...,n

©
(

(Iφj → B(φj−1 → χj−1)) ∧ (Iφj−1 → B(φj → χ
j
))

)
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Figure 2: A plausibility frame

Axiom 1 says that information is believed and Axiom 2 that beliefs are consistent.

Axioms 3 and 4 correspond to Properties 3 and 4 of Definition 1. It is shown in [5]

that the conjunction of 5a, 5b and a weaker version of 2 provide a characterization

of Property 5 of Definition 1 (the Qualitative Bayes Rule). Axiom 6 characterizes

Property PLS (see Proposition 1).

6 Concluding remarks

In general, in a plausibility frame the ordering R(ω,t) that rationalizes belief revision

at state-instant pair (ω, t) may be different from the ordering R(ω,t′) that rationalizes

belief revision at (ω, t′) with t ! t′. To see this, consider the plausibility frame

illustrated in Figure 2.

Consider state α. At instant t0 and its immediate successors the agent’s beliefs are

rationalized by the orderingR(α.t0) = ({ε}×Ω)∪({β}×Ω\{ε})∪({γ}×Ω\{β, ε})∪

({α, δ}× {α, δ});12 in particular, for any ordering R that rationalizes beliefs at (α, t0)

it must be that (γ,α) ∈ R and (α, γ) /∈ R. On the other hand, at instant t2 the agent’s

beliefs are rationalized by the ordering R(α.t2) = ({β, ε}× Ω) ∪ ({δ}× Ω\{β, ε}) ∪

12That is, ε is more plausible than every other state, β is the second most plausible state, followed by
γ; α and β are the least plausible states.
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({α} × {α, γ}) ∪ {(γ, γ)}; in particular, for any ordering R that rationalizes beliefs

at (α, t2) it must be that (α, γ) ∈ R and (γ,α) /∈ R. Thus the ranking of α versus γ

must be the opposite at t0 relative to t2.

Indeed, the literature on iterated belief revision has pointed out that, in general, the

entrenchment ordering of formulas that rationalizes AGM belief revision at an instant

can be quite different from the entrenchment ordering that rationalizes belief revision

at a later instant. Several proposals have been made concerning the restrictions that

should be placed on iterated belief revision (see, for example, [7] and [13]). The

analysis proposed in this paper allows one to frame the discussion both semantically,

in terms of plausibility frames and associated ordering of states, and syntactically, in

terms of modal axioms.13

A Appendix

In order to prove Proposition 1 we need some preliminary definitions and lemmas.

Definition 7 A choice structure is a triple 〈Ω, E , f〉 where Ω is a set, E ⊆ 2Ω is a
collection of non-empty subsets of Ω and f : E → 2Ω is a function that satisfies the
following property: ∀E ∈ E , ∅ )= f(E) ⊆ E.

Give a choice structure C = 〈Ω, E , f〉, a Hansson sequence in C is a sequence
〈E1, ..., En, En+1〉 (n ≥ 1) such that, ∀k = 1, ..., n: (1) Ek ∈ E , (2) En+1 = E1 and
(3) Ek ∩ f(Ek+1) )= ∅.

Give two choice structures C = 〈Ω, E , f〉 and C′ = 〈Ω, E ′, f ′〉, we say that C′ is a
QBR-extension of C if (1) E ′ = E ∪ {Ω}, (2) f ′ is an extension of f , that is, ∀E ∈ E ,
f ′(E) = f(E) and (3) ∀E ∈ E , if E ∩ f ′(Ω) )= ∅ then f(E) = E ∩ f ′(Ω).

Definition 8 Given a choice structure C = 〈Ω, E , f〉 and a total pre-orderR ⊆ Ω×Ω,
we say that R rationalizes C if and only if, for every E ∈ E , f(E) = maxR E.

The following result is due to Hansson ([11], Theorem 7, p. 455).

Proposition 4 Let C = 〈Ω, E , f〉 be a choice structure. The following are equivalent:
1. there exists a total pre-order R ⊆ Ω × Ω that rationalizes C,
2. for every Hansson sequence 〈E1, ..., En, En+1〉, Ek ∩ f(Ek+1) = f(Ek) ∩

Ek+1, ∀k = 1, ..., n.

Lemma 5 Let C = 〈Ω, E , f〉 be a choice structure and C′ = 〈Ω, E ′, f ′〉, a QBR-
extension of C (see Definition 7). Then the following are equivalent:

(a) if 〈E1, ..., En, En+1〉 is a Hansson sequence in C then, ∀k = 1, ..., n, Ek ∩
f(Ek+1) = f(Ek) ∩ Ek+1;

(b) if
〈

E′
1, ..., E

′
n, E′

n+1

〉

is a Hansson sequence in C′ then, ∀k = 1, ..., n, E′
k ∩

f ′(E′
k+1) = f ′(E′

k) ∩ E′
k+1.

13For a different, but related, approach see [2] and [3]
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Proof. That (b) ⇒ (a) is obvious, since the set of Hansson sequences in C′ contains
the set of Hansson sequences in F (they are those where E′

k ∈ E for all k) Thus we
only need to prove (a) ⇒ (b). Consider first the case where, ∀E ∈ E , E ∩f ′(Ω) %= ∅.
Then, since C′ is a QBR-extension of C, f(E) = E ∩ f ′(Ω), ∀E ∈ E . Define the
following relation R′ on Ω: for all x, y ∈ Ω, xR′y if and only if either (1) x ∈ f ′(Ω)
or (2) x /∈ f ′(Ω) and y /∈ f ′(Ω). R′ is clearly a total pre-order14 and, furthermore, for
every E ∈ E ′, f ′(E) = maxR′ E.15 Thus, by Proposition 4, (b) holds. Suppose now
that E ∩ f ′(Ω) = ∅ for some E ∈ E . Let E0 = {E ∈ E : E ∩ f ′(Ω) = ∅} and let
Ω0 =

⋃

E∈E0

E. Then Ω0 ∩ f ′(Ω) = ∅. By Proposition 4 it follows from (a) that there

is a total pre-order R of Ω such that, for all E ∈ E , f(E) = maxR E. Fix such a total
pre-order R and define the following relation R′ on Ω:

R′ = (R ∩ (Ω0 × Ω0))
⋃

{(x, y) ∈ Ω × Ω : x ∈ f ′(Ω)}
⋃

{(x, y) ∈ Ω × Ω : y ∈ Ω\(Ω0 ∪ f ′(Ω))}
(5)

We want to show that R′ is a total pre-order of Ω and is such that, for every E ∈ E ′,
f ′(E) = maxR′ E. If we establish this then, by Proposition 4, (b) holds.

Proof that R′ is complete. Fix arbitrary x, y ∈ Ω. We need to show that either
xR′y or yR′x. If x ∈ f ′(Ω) then, by (5), xR′y; similarly, if y ∈ f ′(Ω) then yR′x. If
x, y ∈ Ω0 then it follows from (5) and completeness ofR. If y ∈ Ω\(Ω0 ∪ f ′(Ω) then,
by (5), xR′y; similarly, if x ∈ Ω\(Ω0 ∪ f ′(Ω) then yR′x.

Proof that R′ is transitive. Fix arbitrary x, y, z ∈ Ω and suppose that xR′y and
yR′z. We need to show that xR′z. If x ∈ f ′(Ω), then, by (5), xR′z. Assume that
x /∈ f ′(Ω). Two cases are possible: (1) x ∈ Ω0 and (2) x ∈ Ω\(Ω0 ∪f ′(Ω). In Case 1,
since xR′y, it must be that either (1a) y ∈ Ω0 or (1b) y ∈ Ω\(Ω0 ∪ f ′(Ω). In Case 1a,
since yR′z, it must be that either z ∈ Ω0, in which case xR′z by (5) and transitivity of
R, or z ∈ Ω\(Ω0 ∪ f ′(Ω), in which case xR′z by (5). In Case 1b, since yR′z by (5) it
must be that z ∈ Ω\(Ω0 ∪ f ′(Ω) and thus, by (5), xR′z. Consider now Case 2, where
x ∈ Ω\(Ω0 ∪ f ′(Ω). Then, since xR′y, it must be that y ∈ Ω\(Ω0 ∪ f ′(Ω) and thus,
since yR′z, it must be that also z ∈ Ω\(Ω0 ∪ f ′(Ω). Hence xR′z by (5).

Thus R′ is a total pre-order of Ω. It remains to show that, for every E ∈ E ′,
f ′(E) = maxR′ E. It is clear from (5) that f ′(Ω) = maxR′ Ω (recall that Ω0 ∩
f ′(Ω) = ∅). Thus we only need to show that f(E) = maxR′ E for all E ∈ E . If
E ∈ E0 (that is, E ∩ f ′(Ω) = ∅) then, since f(E) = maxR E, it follows from (5) that
f(E) = maxR′ E. Suppose, therefore, that E /∈ E0, that is, E ∩ f ′(Ω) %= ∅. Then,
since C′ is a QBR-extension of C, f(E) = E ∩ f ′(Ω). Hence, since f ′(Ω) = maxR′ Ω
and maxR′ Ω ∩ E = maxR′ E (because maxR′ Ω ∩ E %= ∅), it follows that f(E) =
maxR′ E.

14Proof of completeness. Fix arbitrary x, y ∈ Ω. We need to show that either xR′y or yR′x. If
x ∈ f ′(Ω) then xR′y; if y ∈ f ′(Ω) then yR′x; if both x /∈ f ′(Ω) and y /∈ f ′(Ω) then xR′y and yR′x.
Proof of transitivity. Fix arbitrary x, y, z ∈ Ω and suppose that xR′y and yR′z. We need to show

that xR′z. If x ∈ f ′(Ω), then xR′z. If x /∈ f ′(Ω) then, since xR′y, it must be that y /∈ f ′(Ω) and thus,
since yR′z, it must be that also z /∈ f ′(Ω). Thus xR′z.

15By definition of R′, maxR′ Ω = f ′(Ω). Let E ∈ E . Then, since f(E) = E ∩ f ′(Ω) = E ∩
maxR′ Ω, f(E) = maxR′ E.
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Proof of Proposition 1. Fix a temporal belief revision frame 〈T,!,Ω, {Bt,It}t∈T 〉 ,
an arbitrary state ω̂ and an arbitrary instant t̂. Condition PLS states that

∀t0, t1, ..., tn ∈ t̂! with tn = t0 and n ≥ 1, if Itk−1(ω̂) ∩ Btk(ω̂) '= ∅, ∀k = 1, ..., n,
then Itk−1(ω̂) ∩ Btk(ω̂) = Btk−1(ω̂) ∩ Itk(ω̂), ∀k = 1, ..., n

(6)
Associate with (ω̂, t̂) the following choice structure C =

〈

Ω̂, E , f
〉

: Ω̂ = It̂(ω̂),
E = {It(ω̂) : t ∈ t̂!}16 and, for every E ∈ E , if E = It(ω̂) for some t ∈ t̂! then
f(E) = Bt(ω̂).17. Then (6) is equivalent to the following (see Definition 7)

for every Hansson sequence 〈E1, ..., En, En+1〉 in C
Ej ∩ f(Ej+1) = f(Ej) ∩ Ej+1, ∀j = 1, ..., n.

(7)

Let C′ =
〈

Ω̂, E ′, f ′
〉

be the extension of C given by E ′ = E∪Ω̂ and f ′(Ω̂) = Bt(ω̂).
Then, by Property 5 of Definition 1, C′ is a QBR extension of C (see Definition 7).
Thus, by Lemma 5, (7) is equivalent to

for every Hansson sequence 〈E1, ..., En, En+1〉 in C′

Ej ∩ f(Ej+1) = f(Ej) ∩ Ej+1, ∀j = 1, ..., n
(8)

By Proposition 4, (8) is equivalent to the existence of a total pre-order R̂ ⊆ Ω̂× Ω̂
that rationalizes C′ and thus - by construction of C′ - R̂ that rationalizes beliefs at (ω̂, t̂)
restricting the set of states to It̂(ω̂). By Remark 1 this is equivalent to the existence of
a total pre-order R ⊆ Ω × Ω that rationalizes beliefs at (ω̂, t̂).

Proof of Proposition 2. The proof is a “pointwise” application of the following
result proved in [6]: if C = 〈Ω, E , f〉 is a choice structure with Ω finite then C is
rationalizable by a total pre-order of Ω (that is, for every E ∈ E , f(E) = maxR E)
if and only if C is AGM-consistent.18 One only needs to apply this result to the choice
structure associated with each state-instant pair (ω, t) (as explained in the Proof of
Proposition 1).

Proof of Proposition 3. It is shown in [5] that, for j = 1, 2, 3, Axiom j of Propo-
sition 3 characterizes Property j of Definition 1.

Next we show that Axiom 4 of Proposition 3 characterizes Property 4 of Definition
1. Fix an arbitrary frame that satisfies Property 4 of Definition 1. Fix arbitrary ω̂ ∈ Ω,
t̂ ∈ T and Boolean formulas φ and ψ and suppose that (ω̂, t̂) |= ♦(Iψ ∧ Bφ). Then
there exists a t′ such that t̂ ! t′ and (ω̂, t′) |= Iψ ∧ Bφ, that is, It′(ω̂) = ,ψ-t′ and
Bt′(ω̂) ⊆ ,φ-t′ . We have to show that (ω̂, t̂) |= ©(Iψ → Bφ). Fix an arbitrary t ∈ T
such that t̂ ! t and suppose that (ω̂, t) |= Iψ. Then It(ω̂) = ,ψ-t. Since ψ is a
Boolean formula, by Proposition 5 in [4], ,ψ-t′ = ,ψ-t. Hence It′(ω̂) = It(ω̂) and
thus, by Property 4 of Definition 1, Bt′(ω̂) = Bt(ω̂). Hence Bt(ω̂) ⊆ ,φ-t′ . Since

16Recall that, by Property 3 of Definition 1, if t̂ ! t then It(ω̂) ⊆ It̂(ω̂).
17The function f is well-defined because of Property 4 of Definition 1.
18C is AGM-consistent if, for every valuation V : S0 → 2Ω, the (partial) belief revision function

#K : Ψ0 → 2Φ0 where K = {φ ∈ Φ0 : f(Ω) ⊆ |φ|}, Ψ0 = {φ ∈ Φ0 : |φ| ∈ E} and, for every
φ ∈ Ψ0, #K(φ) = {ψ ∈ Φ0 : f(|φ|) ⊆ |ψ|}, can be extended to a full AGM belief revision function.
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φ is a Boolean formula, !φ"t′ = !φ"t, so that Bt(ω̂) ⊆ !φ"t, that is, (ω̂, t) |= Bφ.
Hence (ω̂, t) |= Iψ → Bφ and thus, since t was chosen arbitrarily with t̂ ! t,
(ω̂, t̂) |= ©(Iψ → Bφ). Conversely, fix a frame that violates Property 4 of Definition
1. Then there exist ω ∈ Ω and t, t1, t2 ∈ T such that t ! t1, t ! t2, It1(ω) = It2(ω)
and Bt1(ω) '= Bt2(ω). Without loss of generality we can assume that

there exists an α ∈ Bt2(ω) such that α /∈ Bt1(ω) (9)

(otherwise renumber the two instants). Construct a model where, for some atomic
propositions p and q, ‖p‖ = It1(ω)×T and ‖q‖ = Bt1(ω)×T . Then (ω, t1) |= Ip∧Bq
and thus, since t ! t1, (ω, t) |= ♦(Ip ∧ Bq). Furthermore, since It1(ω) = It2(ω),
(ω, t2) |= Ip and, by (9), (ω, t2) ! Bq, so that (ω, t2) ! (Ip → Bq). Hence, since
t ! t2, (ω, t) ! ©(Ip → Bq) and thus Axiom 6 is falsified at (ω, t).

It is shown in [5] that Axiom 5a of Proposition 3 (called ND in [5]) is character-
ized by the following property

if t ! t′ and Bt(ω) ∩ It′(ω) '= ∅ then Bt′(ω) ⊆ Bt(ω) (10)

and Axiom 5b of Proposition 3 (calledNA in [5]) is characterized by the following
property

if t ! t′ then Bt(ω) ∩ It′(ω) ⊆ Bt′(ω) (11)

Since Property 5 of Definition 1 implies both (10) and (11), it follows that a frame
that satisfies Property 5 validates Axioms 5a and 5b. Furthermore, in the presence of
Property 1 of Definition 1, the conjunction of (10) and (11) implies Property 5. Thus,
in the presence of Property 1, violation of Property 5 implies violation of either (10) or
(11) (or both) and thus leads to the possibility of falsifying either Axiom 5a or Axiom
5b (or both).

We conclude the proof of Proposition 3 by showing that Axiom 6 is characterized
by Property PLS of Proposition 1. Fix a temporal belief revision frame that satisfies
property PLS, an arbitrary model based on it, arbitrary Boolean formulas φ1, ...,φn

and χ1, ...,χn and arbitrary ω̂ ∈ Ω and t̂ ∈ T and suppose that (letting φ0 = φn)

(ω̂, t̂) |=
∧

j=1,2,...,n

♦
(

Iφj∧¬B¬φj−1∧Bχj

)

(12)

We have to show that, for every j = 1, ..., n (letting φ0 = φn and χ0 = χn)

(ω̂, t̂) |= ©
(

(Iφj → B(φj−1 → χj−1)) ∧ (Iφj−1 → B(φj → χ
j
))

)

.

By (12) there exist t1, ..., tn ∈ T such that t̂ ! tj for all j = 1, ..., n and

(ω̂, t1) |= Iφ1∧¬B¬φn∧Bχ1 and
(ω̂, tj) |= Iφj∧¬B¬φj−1∧Bχj for all j = 2, ..., n.

(13)

Thus
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(a) Itj(ω̂) =
⌈

φj

⌉

tj
for all j = 1, ..., n,

(b) Btj (ω̂) ∩ Itj−1(ω̂) "= ∅ for all j = 2, ..., n,
(c) Bt1(ω̂) ∩ Itn(ω̂) "= ∅

(d) Btj (ω̂) ⊆
⌈

χj

⌉

tj
for all j = 1, ..., n.

(14)

Fix arbitrary j ∈ {1, ..., n} and t ∈ T with t̂ ! t. We have to show that if
(ω̂, t) |= Iφj then (ω̂, t) |= B(φj−1 → χj−1) and if (ω̂, t) |= Iφj−1 then (ω̂, t) |=
B(φj → χj). Suppose first that (ω̂, t) |= Iφj , that is, It(ω̂) =

⌈

φj

⌉

t
. Since φj

is a Boolean formula, by Proposition 5 in [4],
⌈

φj

⌉

t
=

⌈

φj

⌉

tj
, so that, by (a) of

(14), It(ω̂) = Itj (ω̂). It follows from this and Property 4 of Definition 1, that
Bt(ω̂) = Btj (ω̂). Thus without loss of generality we can take t = tj. Similarly, if
(ω̂, t) |= Iφj−1 then, without loss of generality, we can take t = tj−1. Thus it will
be sufficient to show that if (ω̂, tj) |= Iφj then (ω̂, tj) |= B(φj−1 → χj−1) and if
(ω̂, tj−1) |= Iφj−1 then (ω̂, tj−1) |= B(φj → χj). By (b) and (c) of (14) and property
PLS we have that (letting t0 = tn)

Itj−1(ω̂) ∩ Btj (ω̂) = Btj−1(ω̂) ∩ Itj(ω̂). (15)

By (d) of (14), Btj−1(ω̂) ⊆
⌈

χj−1

⌉

tj−1
and, since χj−1 is a Boolean formula, by

Proposition 5 in [4],
⌈

χj−1

⌉

tj−1
=

⌈

χj−1

⌉

tj
. Thus

Btj−1(ω̂) ⊆
⌈

χj−1

⌉

tj
(16)

Hence, by (15) and (16),

Itj−1(ω̂) ∩ Btj (ω̂) ⊆
⌈

χj−1

⌉

tj
(17)

Now (letting "E denote the complement E, that is, "E = Ω\E),

Btj (ω̂) ⊆ "Itj−1(ω̂) ∪
(

Itj−1(ω̂) ∩ Btj (ω̂)
)

. (18)

By (a) of (14), Itj−1(ω̂) =
⌈

φj−1

⌉

tj−1
and, since φj−1 is a Boolean formula,

⌈

φj−1

⌉

tj−1
=

⌈

φj−1

⌉

tj
. Thus

"Itj−1(ω̂) = "
⌈

φj−1

⌉

tj
=

⌈

¬φj−1

⌉

tj
(19)

Putting together (18), (19) and (17) we get that Btj(ω̂) ⊆
⌈

¬φj−1

⌉

tj
∪

⌈

χj−1

⌉

tj
=

⌈

φj−1 → χj−1

⌉

tj
, that is, (ω̂, tj) |= B(φj−1 → χj−1). The proof that if (ω̂, tj−1) |=

Iφj−1 then (ω̂, tj−1) |= B(φj → χj) is along the same lines. 19

Conversely, fix a frame that violates property PLS. Then there exist ω̂ ∈ Ω, t̂ ∈ T ,
t1, ..., tn ∈ t̂!, and a k∗ ∈ {1, ..., n} such that (letting t0 = tn)

19By (d) of (14) Btj (ω̂) ⊆
⌈

χj

⌉

tj
and since χj is Boolean,

⌈

χj

⌉

tj
=

⌈

χj

⌉

tj−1

. Thus, using (15),
we get that Btj−1

(ω̂) ∩ Itj (ω̂) ⊆
⌈

χj

⌉

tj−1

. Since Btj−1
(ω̂) ⊆ "Itj (ω̂) ∪

(

Itj (ω̂) ∩ Btj−1
(ω̂)

)

and
Itj (ω̂) =

⌈

φj

⌉

tj
=

⌈

φj

⌉

tj−1

, it follows that Btj−1
(ω̂) ⊆

⌈

¬φj

⌉

tj−1

∪
⌈

χj

⌉

tj−1

=
⌈

φj → χj

⌉

tj−1

.
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(a) Itk−1(ω) ∩ Btk(ω) "= ∅, ∀k = 1, ..., n,
(b) Itk∗−1

(ω̂) ∩ Btk∗ (ω̂) "= Btk∗−1
(ω̂) ∩ Itk∗ (ω̂).

(20)

Let p1, ..., pn, q1, ..., qn, be atomic propositions and construct a model where, for every
k = 1, ..., n, ‖pk‖ = Itk(ω̂)×T and ‖qk‖ = Btk(ω̂)×T . Then, by (a) of (20) (letting
p0 = pn)

(ω̂, t̂) |=
∧

j=1,2,...,n

♦
(

Ipj∧¬B¬ pj−1∧Bqj

)

. (21)

By (b) of (20), either
(A) there is an α ∈ Itk∗−1

(ω̂) ∩ Btk∗ (ω̂) such that α /∈ Btk∗−1
(ω̂) ∩ Itk∗ (ω̂) or

(B) there is a β ∈ Btk∗−1
(ω̂) ∩ Itk∗ (ω̂) such that β /∈ Itk∗−1

(ω̂) ∩ Btk∗ (ω̂).
Consider Case A first. Since α ∈ Btk∗ (ω̂) and, by property (1) of Definition 1,

Btk∗ (ω̂) ⊆ Itk∗ (ω̂), it must be that α /∈ Btk∗−1
(ω̂), so that (α, t) |= ¬qk∗−1, for

every t ∈ T. Since α ∈ Itk∗−1
(ω̂), (α, t) |= pk∗−1, for every t ∈ T. Thus (α, t) |=

¬(pk∗−1 → qk∗−1), for every t ∈ T , in particular (α, tk∗) |= ¬(pk∗−1 → qk∗−1).
Since α ∈ Btk∗ (ω̂), it follows that (ω̂, tk∗) |= ¬B(pk∗−1 → qk∗−1), so that, since
(ω̂, tk∗) |= Ipk∗, (ω̂, tk∗) |= ¬(Ipk∗ → B(pk∗−1 → qk∗−1)). It follows from this and
the fact that t̂ " tk∗ that (ω̂, t̂) |= ¬© (Ipk∗ → B(pk∗−1 → qk∗−1)). This, together
with (21) falsifies Axiom 6 of Proposition 3 at (ω̂, t̂).

Now consider Case B. Since β ∈ Btk∗−1
(ω̂) and Btk∗−1

(ω̂) ⊆ Itk∗−1
(ω̂), it must

be that β /∈ Btk∗ (ω̂), so that (β, t) |= ¬qk∗ , for every t ∈ T. Since β ∈ Itk∗ (ω̂),
(β, t) |= pk∗ , for every t ∈ T. Thus (β, t) |= ¬(pk∗ → qk∗), for every t ∈ T ,
in particular (β, tk∗−1) |= ¬(pk∗ → qk∗). Since β ∈ Btk∗−1

(ω̂), it follows that
(ω̂, tk∗−1) |= ¬B(pk∗ → qk∗), so that, since (ω̂, tk−1∗) |= Ipk∗−1, (ω̂, tk∗−1) |=
¬(Ipk∗−1 → B(pk∗ → qk∗). It follows from this and the fact that t̂ " tk∗−1 that
(ω̂, t̂) |= ¬© (Ipk∗−1 → B(pk∗ → qk∗)). This, together with (21) falsifies Axiom 6
of Proposition 3 at (ω̂, t̂).
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But what will everyone say?
– Public Announcement Games∗

Thomas Ågotnes† Hans van Ditmarsch‡

February 27, 2009

Abstract

Dynamic epistemic logics describe the epistemic consequences of ac-
tions. Public announcement logic, in particular, describe the consequences
of public announcements. As such, these logics are descriptive – they de-
scribe what agents can do. In this paper we discuss what rational agents will
or should do. We consider situations where each agent has a goal, a typi-
cally epistemic formula he or she would like to become true, and where the
available actions are public announcements. What will each agent announce,
assuming common knowledge of the situation? The truth value of the goal
formula typically depends on the announcements made by several agents,
hence we have a game theoretic scenario. We discuss possible solutions of
such public announcement games.

1 Knowledge and Games, Wiebe and Us

Thomas. I knew Wiebe long before he knew me; first and foremost from his
published work and reputation but also from seeing him at a conference or two.
But our first real contact was at a Knowledge and Games workshop in Liverpool.
I was a fresh PhD graduate, and had discovered what I thought to be a mistake in
a paper by Wiebe and Mike Wooldridge, and this was the topic of my talk at the
workshop. One could say that there was some nervousness: I didn’t know how it
would be received, if it really was a good idea or more like an academic harakiri.
And while the problem was important in my mind then, in hindsight it admittedly
looks slightly less significant. But Wiebe took it all very graciously. And it turned
out very well in the end, because it was the starting point of a happy collaboration
over many years now, in particular on formalising aspects of knowledge and games.

∗For the workshop on Reasoning about Knowledge and Rational Action in honour of Professor
Wiebe van der Hoek on his 50th birthday (Wiebe Fest 2009).

†Bergen University College, Norway, tag@hib.no, and University of Bergen, Norway,
thomas.agotnes@infomedia.uib.no

‡University of Aberdeen, UK, and University of Otago, New Zealand,
hans@cs.otago.ac.nz
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Five years later, Hans and I are trying to secretly write this paper for Wiebe
Fest. But what do you tell Wiebe when he asks what you are currently working
on, if you are busy, or indeed what stops you from concentrating more on certain
other projects? My naı̈ve strategy is to not say anything, and blame laziness. But,
Hans argues, if all of Wiebe’s colleagues suddenly become quiet right before his
anniversary, Wiebe will understand that something is going on. So a better strategy
is perhaps to say that you are working on something, vaguely. But, then again,
Wiebe would also know that that is the best strategy in case something is going on
in secret; in that case isn’t the first strategy better after all? It is not so easy to play
knowledge games with Wiebe van der Hoek.

Formal models of knowledge and games have been central in Wiebe’s research,
and is the topic of this paper. In particular, we combine game theory with epistemic
logic [7] and epistemic dynamic logic [12].

Hans. Even though I am known as Cluedo man, Wiebe is at the origin of this
work. My first contact with Wiebe was in 1992 (or was it 1991?), when I was
working at the Open University of the Netherlands, and Wiebe was finishing his
PhD at the Vrije Universiteit Amsterdam. At the time, I was developing a follow-
up course in logic for the Open University of the Netherlands, based on the Dutch-
language textbook ‘Logica voor informatici’ (‘Logic for Computer Science Stu-
dents’, currently named ‘Logica voor informatica’—‘for Computer Science’). The
course would have a part on epistemic logic and Wiebe volunteered—for a nice
fee—to write that part. I had come to Amsterdam to discuss matters with him. I
recall entering a crowded and overly warm PhD office with this guy sitting there,
surrounded by machinery and lots of books: Wiebe. Must have been sometime in
winter, it was already getting somewhat dark.

Now one of these Open University things is that apart from feeding students
content, epistemic logical content in this case, you also give them a case study,
something to apply that content to. Wiebe told me about this game I had never
heard of, called Cluedo, that might constitute a suitable case study in epistemic
logic... I liked the idea, and it got into the tentative plans for that course. Things
did not run that course exactly at the time. Eventually we had too much course
material (other contributors to that course were, to name a few, Catholijn Jonker,
and Maarten de Rijke), the material on epistemic logic was cut down a bit, and
the case study on Cluedo never materialized. ‘A bit’ is kind of an understatement:
at a public meeting with various contributors I proposed to butcher large chunks
of already developed and written up material, acting in true fashion of one of my
lesser known very impatient personae. Maarten almost exploded (and I assure you
he had reason to), Wiebe never raised an eyebrow.

The topic of Cluedo kept roaming my brain, and came out again when, a few
years later, I discussed PhD topics with possible supervisors. I am grateful that
my paths crossed with Wiebe again at that stage, as, informally, he became much
involved with the supervision of my PhD. The rest of that is history. I remember
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having him murdered at my PhD defence—oh no, it was Jan van Maanen who got
killed. Wiebe played a part in solving the murder prior to the actual defence.

The epistemic logic of knowledge games such as Cluedo is now well under-
stood, also in a temporal epistemic setting [2]. But the game theory never really got
started. More knowledge games than knowledge games therefore. Minor results
are found in [10, 11]. Recently I thought to be pleasantly surprised, when read-
ing http://www.scientificblogging.com/news releases/game
theory solves clue and maybe improves robot mine sweepers too.
Game theory solves Clue! (Clue is the American name for the (British) game of
Cluedo.) Alas, not so. This turned out to be the usual media hype. In the under-
lying contribution we address the matter of knowledge games. This approach is
applicable to Cluedo.

2 Introduction

Dynamic epistemic logics describe the epistemic consequences of actions. Public
announcement logic, in particular, describe the consequences of public announce-
ments. As such, these logics are descriptive – they describe what agents can do,
what pre- and post- conditions are, and so on. However, there is little predictive
work in this area, describing what rational agents will do. In this paper we consider
situations where each agent has a goal, a typically epistemic formula he or she
would like to become true, and where the available actions are public announce-
ments. What will each agent announce, assuming common knowledge of the situa-
tion? The truth value of the goal formula typically depends on the announcements
made by several agents, hence we have a game theoretic scenario.

We make the following assumptions:

• agents have incomplete information about the world;

• agents have goals in the form of epistemic formulae, and agents’ goals are
common knowledge among all agents;

• each agent choose a (truthful) announcement (a formula she knows to be
true);

• all agents make their announcements simultaneously; and

• all agents act rationally, i.e., they try to obtain their goals.

What can we say about how such agents will, or should, act?
In the next section we review the syntax and semantics of public announce-

ment logic and some concepts from game theory. In Section 4 we introduce a for-
mal model of public announcement games, and we discuss some possible solution
concepts in Section 5 before we conclude in Section 6.
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3 Background

3.1 Public Announcement Logic

The language Lpal of public announcement logic (PAL) [9] over a set of agents
N = {1, . . . , n} and a set of primitive propositions Θ is defined as follows, where
i is an agent and p ∈ Θ:

ϕ ::= p | Kiϕ | ¬ϕ | ϕ1 ∧ ϕ2 | [ϕ1]ϕ2

We write 〈φ1〉φ2 resp. K̂iϕ for the duals ¬[φ1]¬φ2 and ¬Ki¬ϕ.
A Kripke structure over N and Θ is a tuple M = (S,∼1, . . . ,∼n, V ) where

S is a set of states, ∼i ⊆ S × S is an epistemic indistinguishability relation and
is assumed to be an equivalence relation for each agent i, and V : Θ → S as-
signs primitive propositions to the states in which they are true. A pointed Kripke
structure is a pair (M, s) where s is a state in M . The interpretation of formulae
in a pointed Kripke structure is defined as follows (the other clauses are defined in
usual truth-functional way).

M, s |= Kiφ iff for every t such that s ∼i t, M, t |= φ

M, s |= [φ]ψ iff M, s |= φ implies that M |φ, s |= ψ

where M |φ = (S′,∼′
1, . . . ,∼′

n, V ′) such that S′ = {s′ ∈ S : M, s′ |= φ};
∼′

i = ∼i ∩(S′ × S′); V ′(p) = V (p) ∩ S′.
The purely epistemic fragment of the language (i.e., formulae not containing

public announcement operators [φ]) is denoted Lel. It was already shown in Plaza’s
original publication on that logic [9] that the language of PAL is no more expressive
than the purely epistemic fragment.

In this paper we will implicitly assume that Kripke structures are finite and
connected.

3.2 Strategic Games

An strategic game is a tuple G = 〈N, {Ai : i ∈ N}, {ui : i ∈ N}〉 where

• N is the finite set of players

• for each i ∈ N , Ai is the set of strategies (or actions) available to i. A =
×j∈NAj is the set of strategy profiles.

• for each i ∈ N , ui : A → R is the payoff function for i, mapping each
strategy profile to a number.

A strategy profile is a (pure strategy) Nash equilibrium if every strategy is the
best response of that agent to the strategies of the other agents, i.e., if the agent can
not do any better by choosing a different strategy given that the strategies of the
other agents are fixed. In this paper we do not consider mixed strategies, and by
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“Nash equilibrium” we implicitly mean the pure strategy variant. A strategy for an
agent is weakly dominant if it is as least as good for that again as any other strategy,
no matter which strategies the other agents choose.

4 Public Announcement Games

Formally, a public announcement game models the agents’ knowledge, and thereby
available announcements, and goals:

Definition 1 (Public Announcement Game) An (n-player) public announcement
game (PAG) is a tuple

AG = 〈M, γ1, . . . , γn〉

where M is an epistemic structure, and γi ∈ Lel is the goal formula for agent i. A
pointed PAG is a tuple (AG, s) where AG is a PAG and s a state in AG. A strategy
for agent i in a pointed PAG is a formula φi such that M, s |= Kiφi.

It is now very natural to associate a strategic game with any pointed PAG
(AG, s): strategies, or actions, correspond to the individual announcements the
agents can choose between, and a goal is satisfied iff it is true after all agents si-
multaneously make their chosen announcement. Formally:

Definition 2 (State Game) The state game G(AG, s) associated with state s of
PAG AG = 〈M, γi, . . . , γn〉 is defined by N = {1, . . . , n}, Ai = {φi : M, s |=
Kiφi} and

ui(〈φ1, . . . ,φn〉) =
{

1 M, s |= 〈K1φ1 ∧ · · ·Knφn〉γi

0 otherwise

Like in Boolean games [3, 8], binary utilities are implicit in public announcement
games; an agent’s goal is either satisfied or not.

A point to note is that all PAGs have infinitely many strategies. However, for
all interesting purposes any PAGs over a finite epistemic structure can be seen
as one with only finitely many strategies, since there can be only finitely many
announcements with different epistemic content.

Example 3 Consider the following formal model of a situation: a two-player
pointed PAG (〈M, γAnn, γBill〉, s), where M is the following structure

•¬pB ,pA
t

Ann •pB ,pA
s

Bill •pB ,¬pA
u

and
γAnn = (KBpA ∨KB¬pA) → (KApB ∨KA¬pB)
γBill = (KApB ∨KA¬pB) → (KBpA ∨KB¬pA)

It is common knowledge that Ann’s goal is that Bill does not get to know
whether pA is true unless Ann gets to know whether pB is true, and similarly the
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other way around. Actually, pA is true and Ann knows this, and the same for pB

and Bill. Ann does not know whether Bill already knows pA, and similarly for
Bill/Ann/pB . Furthermore, Ann does not know whether pB is true, but she knows
that if pB is false then Bill already knows that pA is true, and similarly for Bill.

In s each agent can make two announcements with different information con-
tent, and the associated state game can thus be seen as a 2× 2 matrix. We use the
following picture to show that the game is associated with the point s:

•¬pB ,pA
t

Ann •pB ,pA
s

Bill

!
!
! •pB ,¬pA

u

" pB

" 11 10
pA 01 11

The figure above uses some notation we will use henceforth: Ann is assumed to be
the row player and Bill the column player; payoff is written xy where x is Ann’s
payoff and y is Bill’s.

Notice that the game above has two Nash equilibria: either both agents an-
nounce their private information, or neither say anything informative. A winning
strategy, for either agent, is to say nothing.

So a pointed PAG models the type of situations described in Section 2, and
it might be tempting at first sight to view a pointed PAG similarly to a Boolean
game, and use the game theoretic tool chest to define rational outcomes based on
the state game. For example, in Example 3 we identified two Nash equilibria in
the state game. However, observe that in state s neither agent knows that the state
actually is s – and thus they do not necessarily know what the state game is! It is
a fundamental assumption behind solution concepts such as the Nash equilibrium
that the strategic game is common knowledge. Since the state game is not common
knowledge among the two agents, the identification of equilibria of the state game
can therefore not be a reliable method of identifying rational outcomes. Figure 1
illustrates the state games associated with also the two other states of Example 3.
Clearly, if the actual state is s, the state game is not known by any of the players –
in fact, they don’t even know all the actions available to the other player. Indeed,
while (pA, pB) is a Nash equilibrium in the state game in s, it is not in the other
state (t) which Ann considers possible – she does not even know for certain that
pB is a possible action for Bill.

Thus, the situations we are interested in can be modelled as a particular type of
strategic games with imperfect information, where the strategies and information
available in each state are closely interconnected (strategies are information) and
where the same strategies are available in indiscernible states (but not necessarily
in others). It is at least not immediately clear how standard models of strategic
games with imperfect information, such as Bayesian games [4], can be applied to
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•¬pB ,pA
t

Ann

!
!
!

•pB ,pA
s

Bill

!
!
! •pB ,¬pA

u

!
!
!

! ¬pB

! 01 11
pA 01 11

! pB

! 11 10
pA 01 11

! pB

! 10 10
¬pA 11 11

Figure 1: PAG of Example 3 with state games.

this setting (see also the discussion in Section 6). We now go on to discuss possible
outcomes and solution concepts.

5 Solution Concepts

Let us first consider weakly dominant (wd) strategies. It should be clear from the
discussion above that there is a crucial distinction, in a pointed PAG, between:

• the existence of a strategy for an agent which is weakly dominant for that
agent on the one hand, and

• the existence of a strategy for an agent which that agent knows is weakly
dominant on the other,

because it might be the case that there is a strategy which is weakly dominant in
one of the states she considers possible, but not in another. For example, in state t
of the model in Figure 1, pA is weakly dominant for Ann, but Ann does not know
this. Contrast this with the fact that ! is also weakly dominant for Ann, but this
Ann knows.

Knowledge of weakly dominant strategies is a natural solution concept for
PAGs. But another important distinction must be made.

Definition 4 Given a pointed PAG (〈M, γi, . . . , γn〉, s) and an agent i, we say that
i has a weakly dominant strategy de dicto iff i has a weakly dominant strategy in
the state game of any state t such that s ∼i t.

Definition 5 Given a pointed PAG (〈M, γi, . . . , γn〉, s) and an agent i, we say
that i has a weakly dominant strategy de de iff there is some strategy for i which is
weakly dominant in the state game of any state t such that s ∼i t.

If an agent has a wd strategy de dicto, she knows that she has a wd strategy,
i.e., she has a wd strategy in all states she considers possible, but she does not
necessarily know which strategy is dominant; it is not necessarily the same strategy
that is dominant in all the possible states. If she has a wd strategy de re, on the other
hand, she knows which strategy is dominant; the same strategy is dominant in all
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the states she considers possible. Of course, having a wd strategy de re implies
having one de dicto. The de dicto/de re distinction is well known in the knowledge
and action literature [6, 5]. In state s in the model in Figure 1, Ann has a wd
strategy de re, namely ! (Bill also has one – which one?). An example where an
agent has a wd strategy de dicto but not de re will be shown later (Example 11).

What about the Nash equilibrium? Clearly, we can have similar situations:
there might be a Nash equilibrium without the agents knowing it; the agents might
know that there is a Nash equilibrium but not necessarily know what it is (there
might be different equilibria in different accessible states). However, what “know”
means here is not as clear as in the case of dominant strategies where knowledge
of a single agent was needed. In the case of the Nash equilibrium there are several
agents involved. Group notions of knowledge, such everybody-knows, distributed
knowledge and common knowledge, have been studied in the context of the de
dicto/de re distinction before [6]. For our purpose, we argue that the proper type
of group knowledge for knowing a Nash equilibrium de re is common knowledge,
since that is the assumption in game theory. Common knowledge of an equilibrium
among all agents corresponds to a common equilibrium in all states of the model
(since we assume connectedness). Thus, the existence of a Nash equilibrium de
re is a model property, rather than a pointed model property, unlike existence of
dominant strategies.

Definition 6 Given a PAG AG, we say that there is a Nash equilibrium de re if
there exists a tuple of formulae, one for each agent, which constitutes a Nash equi-
librium in the state game of every state in the PAG.

For example, in the PAG in Figure 1, there is a Nash equilibrium de re, because
the strategy profile (!,!) is a Nash equilibrium in all the state games. An example
where there are Nash equilibria in all the state games but no Nash equilibrium de
re will be shown later (Example 11).

5.1 The Induced Game

Can a PAG be viewed as a (single) strategic game? We suggest the following
definition.

Definition 7 Given a PAG AG = 〈M, γ1, . . . , γn〉 with M = (S,∼1, . . . ,∼n, V ),
the induced game GAG is defined as follows:

• N = {1, . . . , n}

• Ai is the set of functions a : S → Lel with the following properties:

– Truthfulness: M, s |= Kia(s) for any s

– Uniformity: s ∼i t ⇒ a(s) = a(t)
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Thus, a strategy a ∈ Ai gives a possible announcement for each state, but the
same announcement for indiscernible states (note that the same announce-
ments are always truthful in indiscernible states). Alternatively, ai can be
seen as a function mapping equivalence classes to announcements.

• The payoffs are defined as follows. For any state s in AG, let G(AG, s) =
(N, {As

i : i ∈ N}, {us
i : i ∈ N}) be the state game associated with s (Def.

2). Define, for any (a1, . . . , an) ∈ A1 × · · ·×An:

ui(a1, . . . , an) =
∑

s∈S us
i (a1(s), . . . , an(s))

|S|

There are two important points to consider in the above definition.
First, strategies are defined as plans for action in any possible state. This may

look counter-intuitive if we want to find rational actions in some particular state
of a PAG: agents know the available actions in that state (the same actions are
available in all the states an agent considers possible). However, even though the
current state is a member of the equivalence class one agent currently considers
as possible states, she might consider many possibilities for what another agent’s
current equivalence class might be. Thus, she must take into account what the
other agent is likely to do in all of these circumstances. Thus, a strategy must be
description of behaviour for any contingency; even though each agent will only
choose actions that actually are available in the current state.

Second, payoff is computed by taking the average over all states in the model.
It is clear that it does not suffice to look only in the current state, as each agent
also might consider other states possible. But why not, then, compute an agent’s
payoff by taking the average over all the states that agent considers possible (the
agent’s equivalence class)? The reason is that the strategic game must be common
knowledge, in order for solution concepts such that the Nash equilibrium to make
sense. It might for example be that Ann considers it possible that Bill considers
state u possible, but that state u is not in either Ann’s or Bill’s equivalence class
for a current state s. If we take the average over only each agent’s equivalence
class for s, u will not be taken into account. Averaging over all reachable states
corresponds to averaging over all states commonly considered possible (all states
accessible according to the accessibility relation for common knowledge). This
is also the reason that the induced game is not induced from a pointed PAG: the
induced game is the same at all points. This is as it should be, since the game
should be common knowledge at any state. The computed payoffs can be seen
as expected payoffs, not expected by a particular agent in the game, but expected
payoffs as computed by a common knower – an agent whose knowledge is exactly
the common knowledge among all agents in the game.

We will shortly explain the induced game further through several examples.

Proposition 8 If agent i has a weakly dominant strategy de re in (AG, s) for every
state s in a PAG AG, there is a weakly dominant strategy for i in the induced game.
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Proof A weakly dominant strategy a in the induced game is defined by taking
a(s) to be a wd strategy in the state game in s and choosing the same strategy
for all states int the same equivalence class (this is possible because the agent has
a strategy de re). Wlog. assume that there are only two agents, and that i = 1.
Suppose that a is not weakly dominant. Then there is some other strategy a′ for 1,
and some strategy b for 2 such that

∑
s∈M us

1(a′(s), b(s))
|M | >

∑
s∈M us

1(a(s), b(s))
|M |

Since payoffs are positive, this implies that us
1(a′(s), b(s)) > us

1(a(s), b(s)) for
some s. But then a(s) is not weakly dominant in the state game in s after all,
which is a contradiction. !

Definition 9 A Nash Announcement Equilibrium (NAE) of a PAG is a Nash equi-
librium of the induced game.

Example 10 Let us continue Example 3. We construct the induced game as follows
(it is instructive to inspect the state games as illustrated in Fig. 1 on p. 7). AA (for
Ann) contains the following four strategies:

• a1
A: t, s !→ #; u !→ #

• a2
A: t, s !→ #; u !→ ¬pA

• a3
A: t, s !→ pA; u !→ #

• a4
A: t, s !→ pA; u !→ ¬pA

AB (for Bill) is as follows:

• a1
B: u, s !→ #; t !→ #

• a2
B: u, s !→ #; t !→ ¬pB

• a3
B: u, s !→ pB; t !→ #

• a4
B: u, s !→ pB; t !→ ¬pB

In order to compute the payoffs, we need to check the payoffs in the state games for
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each state and combination of strategies. We have the following:

ax
A,ay

B t s u
1, 1 01 11 10
1, 2 11 11 10
1, 3 01 10 10
1, 4 11 10 10
2, 1 01 11 11
2, 2 11 11 10
2, 3 01 10 11
2, 4 11 10 11
3, 1 01 01 10
3, 2 11 01 10
3, 3 01 11 10
3, 4 11 11 10
4, 1 01 01 11
4, 2 11 01 11
4, 3 01 11 11
4, 4 11 11 11

We get the following payoff matrix. We will henceforth write the payoffs without
dividing by the number of states, for ease of presentation (the equilibria do of
course not depend on this):

a1
B a2

B a3
B a4

B

a1
A 22 32 21 31

a2
A 23 32 22 32

a3
A 12 22 22 32

a4
A 13 23 23 33

The Nash equilibria are underlined.
Thus, the Nash announcement equilibria of this PAG are as follows, informally:

(1,1) Both agents say nothing (informative), no matter what

(1,2) Ann says nothing, but Bill says ¬pA if the state is t (which Bill can discern
from any other state) and nothing otherwise. Let us consider this in the case
that the current state is s. Ann knows that the actual state is either s or t,
but not which. Thus, in the equilibrium she will play! under the assumption
that Bill will play ! if the actual state is s and ¬pA if the actual state is t
(Bill can discern between these two possibilities). Actually, Bill will play
!.

(2,1) Similarly, with Ann and Bill swapped

(3,3) Ann says pA if she knows it, i.e., if the state is in Ann’s equivalence class
{s, t}. Similarly for Bill.
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(3,4) Ann says pA if she knows it, and Bill says pB if he knows it and ¬pB if he
knows that

(4,3) Similarly, for Ann and Bill swapped

(4,4) Both agents say everything they know

Example 11 Define a PAG AG as follows. Let the model be as in Example 3, but
change the goals as follows:

γAnn = (KB(pA∧pB)∧¬KApB)∨(KB(¬pB∧pA)∧K̂AK̂B¬pA)∨(KA(pB∧¬pA)∧K̂BK̂A¬pB)

γBill = (KA(pA∧pB)∧¬KBpA)∨(KB(¬pB∧pA)∧K̂AK̂B¬pA)∨(KA(pB∧¬pA)∧K̂BK̂A¬pB)

Perhaps the reader finds these long formulae hard to read, but it suffices to trust
that they give the following state games:

•¬pB ,pA
t

Ann

!
!
!

•pB ,pA
s

Bill

!
!
! •pB ,¬pA

u

!
!
!

# ¬pB

# 11 00
pA 00 00

# pB

# 00 01
pA 10 00

# pB

# 11 00
¬pA 00 00

The PAG has some properties not found in the PAG in Example 3 (Figure 1). First,
Ann has a weakly dominant strategy de dicto, but not de re, in the pointed PAG
(AG, s). The strategy pA is weakly dominant in s, but not in t. There is, however,
another weakly dominant strategy in t, namely #. Second, while every state game
has a Nash equilibrium, there does not exist a Nash equilibrium de re in AG.

We get the following induced game, where the strategies are as in Example 10:

a1
B a2

B a3
B a4

B

a1
A 22 11 12 01

a2
A 11 00 12 01

a3
A 21 21 00 00

a4
A 10 10 00 00

The Nash announcement equilibria are underlined. Let us consider the situation in
state s. There are several different Nash announcement equilibria, including: all
agents announce # in all states (including in s). Note that (#,#) is not a Nash
equilibrium in the state game in s. Another equilibrium is that both agents play
“down” (i.e., not #) in any state (also a Nash equilibrium in the state game in
s). Note that (a4

A, a4
B) is a NAE while for example (a3

A, a4
B) is not. If the current

state is s (or, from Ann’s perspective the current equivalence class is {s, t} and
from Bill’s perspective {s, u}), Ann will in fact do exactly the same if she uses
strategy a3

A or a4
A. However, since Bill does not know whether Ann’s equivalence

class is {s, t} or {u}, he must also consider what Ann does in u – which is exactly
what differentiates a3

A and a4
A. Thus, the distinction between these two strategies

is significant, even in a state (s) where they give the same action.
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Example 12 Let us consider a more regular and symmetric PAG than the ones
discussed so far. The situation is similar to the one in Example 3, but now Ann
knows that Bill does not know pA, and similarly for Bill/Ann/pB . The situation
is modelled by the following goal formulae and Kripke structure. We have also
shown the state games.

γAnn = (KBpA ∨KB¬pA)→ (KApB ∨KA¬pB)
γBill = (KApB ∨KA¬pB)→ (KBpA ∨KB¬pA)

# pB

# 11 10
pA 01 11

!
!

!
!

!

# pB

# 11 10
¬pA 01 11

"
"

"
"

"

•pA,pB
s

Bill

Ann

•¬pA,pB
u

Ann

•pA,¬pB
t

Bill •¬pA,¬pB
v

# ¬pB

# 11 10
pA 01 11

#
#

#
#

#

# ¬pB

# 11 10
¬pA 01 11

$
$

$
$

$

Again, the induced game has four distinct strategies for each agent:

x ax
A ax

B
1 s, t $→ #; u, v $→ # s, u $→ #; t, v $→ #
2 s, t $→ #; u, v $→ ¬pA s, u $→ #; t, v $→ ¬pB

3 s, t $→ pA; u, v $→ # s, u $→ pB; t, v $→ #
4 s, t $→ pA; u, v $→ ¬pA s, u $→ pB; t, v $→ ¬pB

The induced game (Nash equilibria underlined):

a1
B a2

B a3
B a4

B

a1
A 44 42 42 40

a2
A 24 33 33 42

a3
A 24 33 33 42

a4
A 04 24 24 44

The game has two Nash equilibria. The first is that both agents say nothing, in all
states. The strategies in this equilibrium are both dominant strategies. The second
equilibrium (a4

A, a4
B) is that both agents tell everything they know, in all states.

In Example 12 the Nash announcement equilibria are all “composed” of Nash
equilibria in the state game, in the following sense: for every NAE (a, b) and every
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state s, (a(s), b(s)) is a Nash equilibrium in the state game in s (albeit not all
such compositions of Nash equilibria in the state games are NAE in the example).
Indeed, this is also the case in Example 3. Is this a general property of PAGs? No,
and a counter example is found in Example 11: (a1

A, a1
B), because (a1

A(s), a1
B(s))

is not a Nash equilibrium in the state game in s.
We can establish a connection to having a Nash equilibrium de re, similarly to

Proposition 8 for dominant strategies.

Proposition 13 If there exists Nash equilibrium de re in a PAG, then there exists a
Nash announcement equilibrium.

Proof Assume wlog. that there are only two agents. If there is a Nash equilibrium
de re, then there is a strategy profile (x, y) which is a Nash equilibrium in every
state game. Let (a, b) be a strategy profile for the induced game such that a(s) = x
and b(s) = y for any s. Clearly, a and b are both uniform and truthful. Suppose
that (a, b) is not a Nash equilibrium in the induced game. Then there is a better
response a′ for one of the agents, again wlog. assume for agent 1. In other words,
there is a strategy a′ for agent 1 such that u1(a′, b) > u1(a, b). But this entails that
us

1(a′(s), b(s)) > us
1(a(s), b(s)) for some state s, and thus that there is a strategy z

for agent 1 in the state game in s such that us
1(z, y) > us

1(x, y) – which contradicts
the fact that (x, y) is a Nash equilibrium in the state game in s. !

Proposition 13 does not hold in the other direction. A counter example is found
in Example 11.

6 Discussion

The intimate connection between knowledge and strategies in public announce-
ment games distinguishes them from many other types of games. In Boolean games
[3, 8], each agent has a goal formula like in PAGs, and each agent controls a set of
primitive propositions which affects the truth value of the goal formulas. In con-
trast, in PAGs an agent “controls” common knowledge of any formula he or she
knows. We have seen that we cannot simply view a pointed PAG as Boolean type
game, because the agents do not necessarily have common knowledge about the
game that is being played.

The most common model of strategic games with imperfect information is
Bayesian games [4]. In Bayesian games it is, among other things, assumed that
each agent has a probability measure over the set of states. This could perhaps be
adapted to the possible worlds framework. However, it seems to be complicated
by the fact that in the latter framework we can have situations like “Ann consid-
ers a state possible where B considers another state possible where..”, while in the
former framework there is only a “flat” probability measure and not different mea-
sures in different states. Still, it might be that our games can be seen as Bayesian
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games, or the other way around. Our definition of the Nash announcement equilib-
rium has many similarities to the standard definition of Nash equilibria in Bayesian
games. The exact relationship remains to be identified.

Is our definition of the Nash announcement equilibrium the right one? We have
argued that it is reasonable and has desirable properties, e.g., it is an equilibrium of
a game that is common knowledge among all agents, and the payoffs are expected
payoffs computed by a “common knower”. Further studies of its properties are
needed, and this is work in progress. In future work we will also study mixed
strategies, we will look at more fine grained goal models which do not necessarily
give binary payoffs, for example lists of prioritised goals [1], and we will model
situations with sequential announcements by using extensive form games.
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Abstract

This paper1 presents a framework for the generation of coherent elementary
conversational sequences at the speech act level. We will embrace the notion of a
cooperative dialogue game in which two players produce speech acts to transfer
relevant information with respect to their commitments. Central to the approach
is that participants try to achieve some sort of balanced cognitive state as a result
of speech act generation and interpretation. Cognitive states of the participants
change as a result of the interpretation of speech acts and these changes pro-
voke the production of a subsequent speech act. Describing the properties and
the dynamics of the mental constructs that constitute the participants’ cognitive
states, such as beliefs and commitments, in relation to the various dialogue con-
tributions is an essential aspect of the game. Although simple in its basic form,
the framework enables us to produce abstract conversations with some properties
that agree strikingly with coherence structures found in, for instance, Conversa-
tion Analysis.

1 Introduction

In its basic form, a dialogue can be conceived as a linear alternating sequence of sym-
bolic elements between two participants who alternately play the role of sender and
receiver (Hamblin, 1971). The utterances in a dialogue do not form independent seg-
ments of text, but show, like words in a sentence, a coherent structure of conversational
units. In both the generation and the interpretation process, dialogue participants relate
the content of new contributions to the previous discourse. The construction of a co-
herent representation of the conversational units in a dialogue is an essential cognitive
activity in the process of understanding discourse.

Coherence as a relation in discourse has been studied from many different an-
gles. Most studies in linguistics take an analytical stance and consider, for instance,
the acceptability of written texts or dialogue sequences and the type of relations that
should be taken into account to build a coherent representation of these discourses
(e.g., [18, 31, 14, 33]). Inspired by computational theories on natural language pro-
cessing and the need for computer systems that generate cooperative dialogue contribu-
tions, coherence is nowadays also studied from the perspective of language production

1This article has been published as Beun, R.J. & Eijk, R.M. van (2007). Dialogue Coherence: A
Generation Framework Journal of Logic, Language and Information 16(4), pp. 365-385.
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(see e.g., [4, 7, 20, 12, 22, 28]). In these ‘synthetic’ theories, questions have to be
answered about, for instance, the appropriateness of responses in a dialogue, the ade-
quate realisation of referential expressions or the linear ordering of discourse units as
part of a dialogue turn. In these cases, coherence is often considered as a constraint on
the communicative behaviour of the participants in terms of the production of speech
acts or actual realization of the linguistic form.

In line with the ‘synthetic’ theories, the central goal of this paper is to present a
computational framework that enables us to generate coherent elementary conversa-
tional sequences at the speech act level. For that, we will embrace the notion of a
cooperative dialogue game [9] in which two players produce speech acts or ’moves’
to transfer relevant information with respect to their cognitive states. Central to the
approach, and in line with [23], is that the cognitive states of the players change as a
result of the interpretation of the speech acts [8] and that these changes provoke the
production of a subsequent move. The game works roughly like this: A speech act
is generated on the basis of preconditions formed by the cognitive state of the sender,
but changes the cognitive states of both sender and addressee after it has been man-
ifested. In the next turn the addressee adopts the sender role and, subsequently, the
changed mental constructs of his or her state function as the new preconditions for
the next speech act. Conversational coherence of subsequent speech acts with pre-
vious utterances is established by the cognitive state of the participants and the rules
for cognitive update and dialogue behaviour. As in realistic conversational situations,
it is assumed that the information relevant with respect to a particular answer can be
distributed among the participants.

Describing the properties and the dynamics of the mental constructs, such as be-
liefs and commitments [17, 35, 19], in relation to the various dialogue contributions
is an essential part of the work. We will show that the coherence of the speech acts
is tied to local interactions contingent to the agent’s particular situation and that the
coherence relations can be described in a situated sense, i.e., driven by the history of
the speech acts and the dynamics of the mental constructs of the participants.

This paper is organized as follows. In Section 2 we will consider the notion of
coherence in dialogue. In Section 3 we will describe the basic aspects of the generation
model and the underlying theoretical principles of the dialogue game. In Section 4 we
will describe the mental constructs used in the dialogue game and the notion of balance
and in Section 5 the actual game is defined and in Section 6 an example is worked out.
In Section 7, conclusions are given together with lines for further research.

2 Dialogue Coherence

Coherence relations can be described on a syntactic and a semantic level. Syntacti-
cally, most models of conversation include both a linear and a hierarchical conception
of coherence relations. Linearity is established by a notion of pairing – two utterances
that for some reason seem to be related to each other at the same level. In Conver-
sation Analysis, for instance, the fundamental pairs of conversational organisation are
sequences called ‘adjacency pairs’: a question is followed by an answer, a greeting by
a counter-greeting, etcetera (e.g. [24]). From speech act theory we know the notion
of ‘uptake’ [5], being the dependency of a successful performance of an illocutionary
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act on the reaction of the addressee. Hierarchy, on the other hand, is established by
embedded structures that may appear between paired units. In dialogue this can be cre-
ated by so-called ‘insertion sequences’ – i.e. deviations from the main point that are
usually expressed by the first part of an adjacency pair. Through the embedding struc-
tures of adjacency pairs, the recursive organisation of conversation becomes apparent.
Similar structures can be found in, for instance, [30, 16, 29, 25]. A disadvantage of the
syntactic approach is that it does not explain why particular sequences are conceived
as being linear or hierarchical.

In line with, for instance, [31, 34, 6], we will assume that semantic coherence re-
lations have an informational and/or an intentional nature. Informational coherence
relations concern a ‘believed’ relation between the units that corresponds to an ex-
isting relation in the world described by the discourse (co-reference, spatio-temporal
relations, causality, and the like). The informational view often refers to the partici-
pants’ ontological and assertional knowledge about the discourse domain. Intentional
relations do not lie in the state of affairs described, but in the assumed relations in the
goals and plans of the participants (the illocutionary and perlocutionary relations, such
as question-answer, offer-rejection and threat-defence).

In order to better define our intuition, we will first discuss some examples. All
examples were taken from a small scale pilot experiment with 30 subjects who had to
judge the degree of coherence on a scale from 1 (low coherence) to 5 (high coherence)
of five short parts of Dutch discourse. The first two examples show (in)coherence at
the informational level.

Ex1. I read a book. The stone is black. (c = 1.4, sd = 0.6, n = 30)

where c indicates the coherence score, sd the standard deviation and n the number
of judgements. We can conclude from the low sd that in this case there was much
agreement between the subjects. The next example had the highest score:

Ex2. I read a book. The writer is a wise man. (c = 4.5, sd = 0.7, n = 30)

The two examples show that neither object continuation nor coherence markers in
the second sentence are decisive in the subjects’ judgement. Subjects judged Ex2 as
a coherent sequence, because they know that books are written by writers. In other
words, since they know that there exists a relation between the objects in the first and
the second sentence of Ex2, the subjects consider the two sentences as coherent utter-
ances. In Ex1 the relation is absent, although, with some imagination, we could think
of a situation where the ‘I’-person is Fred Flintstone reading a book made of black
stone. This implies that in the judgement of coherence the belief (or knowledge) state
of the dialogue participants should be taken into account.

Let us now take a simple dialogue example:

Ex3. A: Is John in the kitchen?
B: What time is it?

(c = 2, sd = 1.1, n = 30)
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Here, the coherence score is relatively low and there is less agreement between the
subjects, but coherence is significantly higher than the coherence in Ex1 (Wilcoxon,
z = −2, 20, p < 0.05). In the interview after the experiment, subjects who gave a
relatively high score to Ex3 responded that they could imagine that B knows that John
is always in the kitchen at a certain time. In other words, in a dialogue two subsequent
utterances were considered as being coherent if there exists a informational relation in
the last speaker’s mind between the interpreted content of the utterance in the previous
turn and the content of the utterance of this last speaker.

The next example from Sacks (discussed in [24]:

Ex4. A: I have a fourteen year old son
B: Well, that’s all right
A: I also have a dog
B: Oh I’m sorry

(c = 2.83, sd = 1.1, n = 30)

seems a bizarre sequence in isolation, but when embedded in a context of goals and
roles – A is trying to rent an apartment from landlord B – looks quite natural. Levinson
uses the example to motivate the proposition that people have bad intuitions about the
well-formedness of speech act sequences once they are taken out of the context. Al-
though the coherence score is medium, we observe a relatively high score for sd (com-
pared to Ex1 and Ex2). In the interview, subjects who gave Ex4 a high coherence score
responded that they invented some sort of background, like the tenant-landlord situa-
tion; the other subjects could not imagine a situation where the dialogue makes sense.
So, in order to understand the coherence relation, we also need information about the
goals of the dialogue participants. Two subsequent utterances may seem incoherent,
but apparently the sequence becomes coherent when people know the common goal of
the dialogue.

In a related experiment, the following example was included:

Ex5. A: What time is it?
B: I have to go to the toilet.

(c = 2.63, sd = 1.2, n = 30)

The scores are in line with Ex4, but the utterances are not related in the same way.
In Ex4, the landlord answers A’s questions; in Ex5, B indicates that he gives pri-
ority to another goal, namely releasing the pressure of his bladder to answering A’s
question. In other words, B shifted from the common domain goal (i.e. answering
the question) to a procedural goal by indicating that, for instance, the answer will be
postponed. This was also the interpretation of subjects who gave the sequence a high
score.

In general, dialogue coherence manifests itself as a subjective phenomenon and
the judgement of coherence is a sliding scale that heavily depends on the background
knowledge and goals of the dialogue participants. Also, coherence in a dialogue often
cannot be established without the continuity or recurrence of semantic elements but
the continuity does not have to be included in the surface structure of the utterances, as
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Participant x Participant y

Domain of discourse

Figure 1: The triangle metaphor.

we have seen in the previous examples. So, in this paper, coherence is not considered
as an intrinsic property of a text or a dialogue, but mainly as a mental phenomenon
(c.f. [32, 13]). In the dialogues that will be generated below we will observe the
elementary structural phenomenon, such as linear and hierarchical sequences based on
the organization of the mental structure in terms of beliefs and goals of the participants
and the rules that were used in the generation framework. Based on this framework,
we will be able to show why particular sequences of discourse may be interpreted as
linear and others as hierarchical. In what follows, we will describe the dialogue game
and its underlying communication model.

3 The basic model

The dialogue game presented in this paper is based on a simple model employed in
human-computer interaction ([21, 1]). Underlying the model is the recognition that
humans interact naturally with their environment in two ways: symbolically and phys-
ically. On the one hand, if there is an intermediary interpreter, humans can interact
symbolically and use language to give commands, ask for or provide information,
etcetera. On the other hand, physically, one manipulates objects, for instance, by mov-
ing or fastening them, or observes them by seeing, feeling, hearing, tasting or smelling.
The essential difference between the two types of interaction is that actions of the first
type need an interpreter who can bridge the gap between the symbols and their actual
meaning and purpose, while actions of the second type are related in a more direct
manner to human perception and action.

In parallel with the distinction symbolical vs. physical, humans engaged in dia-
logues can perform two types of external actions: a. communicative actions intended
to cause some cognitive effect in the recipient, and b. non-communicative actions to
observe or change particular properties of the domain. Obviously, the two types of
action can be considerably interrelated. In addition, we will include an action type that
is neither communicative nor external, namely inference – i.e. the process of adjusting
the cognitive states of participants solely based on their previous states. In short, the
basic model includes perception, action, communication and thinking in an extremely
rudimentary form.

The distinctive interaction channels are represented in the so-called triangle metaphor
(Figure 1), where the corners represent the domain of discourse (or the external world)
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and the two participants, and the arrows the flow of information between the partici-
pants and between the participants and the domain. A communicative act performed
by participant x towards participant y is a flow of information from x to y; observation
of the domain is a flow of information from the domain towards the observer and an
action carried out in the domain is a flow of information from the actor to the domain.
In practice, the channel between the two participants may cause messages to be de-
layed or disturbed by, for instance, noise. Also, the channel can be duplex, where both
participants can speak at a time, or half-duplex, where only one participant can speak
at the time. Here, we will consider the channel between the participants and between
the participants and the domain of discourse as an ideal half-duplex channel, which
means that no information is delayed or lost during transfer and that information can
flow only in one direction at a time.

Discourse or ‘semantic’ information will be divided into two categories: a. per-
ceivable facts (represented by single proposition letters p, q, . . . ) and b. inference
relations. Two types of inference relations will be distinguished which enable the
dialogue participants to reason about their beliefs (belief inference) and their commit-
ments (commitment inference). The commitment inference enables the participants to
develop sub-commitments; for instance, A wants to be outside and A is inside, then A
has to open the door and, consequently, ‘opening the door’ becomes a commitment by
A.

The two types of inferences will be denoted as follows: belief inferences will be
of the form (‘p→ q’, . . . ) and commitment inferences of the form (‘p× q → r’, . . . ),
connecting a simple proposition or a pair of simple propositions (the antecedent) with
a simple proposition (the consequence), respectively. Intuitively, ‘p → q’ means that
in all possible states, if p is true, then q is true; ‘p × q → r’ means that if p is true in
the current state (e.g., ‘I am inside and the door is closed’) and q is true in a committed
state (‘I want to be outside’), then r is necessarily true in some intermediate state (‘I
have to open the door’).2

An important question for a dialogue generation model is why information flows
in the first place. In other words, what is a participant’s basic motivation to perform
a communicative action? Psychological oriented theories about motivation, such as
Maslow’s hierarchy of needs [26], are based on assumptions of internal representa-
tions and processes such as beliefs, goal setting, expectancies and desires. We will
avoid motivational concepts such as hunger, fear and sexuality, however, and borrow
the concept ‘homeostasis’ from system theory, i.e. the process by which a system main-
tains a balanced state. We will assume that dialogue behaviour can be modelled as an
abstract process of balancing an agent’s internal belief and commitment state, bring-

2The commitment inference can be formalized in terms of possible-world semantics as follows. Let
M = (W, π, R) be a model that consists of a set W of states with typical elements u, v and w, a
valuation function π which assigns a truth value πw(p) to every proposition letter p in each state w,
and R is a reflexive, transitive and anti-symmetric accessibility relation. The semantics of the arrow in
‘p× q → r’ is defined as follows. Suppose u, w ∈W then:

M, u, w |= p× q → r ⇔ if πu(p) = true and πw(q) = true
then on every R-path from u to w : ∃v with πv(r) = true

In short: r is instrumentally necessary for q if p. In the pragmatic model, the expression ‘p× q → r’
is used as follows: Bxp∧Cxq ⇒ Add(Cx r), meaning that if x beliefs that p is true and x is committed
to q, then x is also committed to r.
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ing about that the agent believes everything the agent is committed to. Below we will
distinguish various types of belief and commitment, but the basic motivation for ac-
tion always comes from the imbalance between the two types of states. As the needs in
Maslow’s pyramid, commitments may have different priorities which follow from both
the order and the type of commitments; these priorities determine the basic structure
of the conversation.

4 Mental constructs and a balanced state

We will assume that the agent’s cognitive state consists of a number of mental con-
structs and that each construct contains particular pieces of information with respect
to the domain of discourse. Precisely which constructs have to be included depends on
the phenomenon one wants to explain or, in a generation framework, on the rules that
are needed to generate particular dialogue contributions. We motivated the use of two
basic types of mental constructs in the previous section – beliefs and commitments –
and assumed that the basic motivation for action is the imbalance between the belief
and the commitment state of the participants. In other words, the imbalance will be
considered as the driving force behind the dialogue generation process. We will now
explain which mental constructs are included in our generation framework and how the
generation of communicative acts can be embedded in the homeostatic process based
on these mental constructs.

4.1 The agent’s mental constructs

An agent x’s cognitive state consists of various types of beliefs and commitments:

Beliefs

• Private belief of an agent x about the domain of discourse (Bx)

• Mutual beliefs about the domain (MB )

• Mutual beliefs about the commitments of the partner y (MBCy )

• Information of which the partner y is ignorant (Iy ) In particular, we discern
two types: ignorance with respect to the beliefs of the partner y (IBy ) and with
respect to the commitments of y (ICy )

where mutual beliefs about the domain are considered as a subset of private beliefs.

Commitments

• Private commitments of x with respect to a particular state of the domain of
discourse (Cx)

• Social commitments of x (Sx). In particular, we discern two types: with respect
to the beliefs of the partner y (SxBy) and with respect to the y’s commitments
(SxCy)
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Social commitments with respect to beliefs of the other are used to indicate that the
partner has asked a question with respect to a particular piece of information about the
discourse domain; social commitments with respect to the commitments of the other
are used to express that the other has asked a question about his own commitments.
In the latter case we may think of questions such as ‘Should I take an umbrella to
go to the supermarket’ or ‘Will I have pain when I go to the dentist?’. Intuitively,
commitments fulfill two roles in this paper: First, they indicate a particular desire, i.e.
a particular goal state the agent wants to be in. Second, sub-commitments indicate a
particular unavoidable state, i.e. a state the agent must be in before the goal state can
be achieved. Whether the intermediary state is desired or not, is of no importance in
this paper.

4.2 Achieving a balanced situation

To avoid unnecessary complexity, we will make two important simplifications. First,
during the dialogue, the participants have no access to a domain of discourse, i.e.
they are unable to observe or manipulate particular aspects of the domain. In other
words, information only flows between the two dialogue partners like, for instance,
in a telephone dialogue. A second simplification is that the participants only hold
positive information about the domain of discourse, i.e. negation is excluded. This
implies that the two participants will never hold conflicting beliefs or commitments,
and, since alleged inconsistencies will never arise, the agents will never argue about a
specific statement. Information may be incorrect with respect to a particular instance
of the domain of discourse, but the incorrectness will never be discovered, since the
agents have no access to the domain.

A balanced situation can be achieved by updating the mental constructs of the
agents. Let us therefore first define a balanced state of an agent.

An agent x has a balanced state iff

1. x has no commitments or

2. (a) all private commitments x are privately believed by x and

(b) all social commitments of x about y’s beliefs are mutually believed and

(c) all social commitments of x about y’s commitments are mutually believed
to be y’s commitments

In order to achieve a balanced situation, agents may either modify their belief
state or their commitment state. In line with the communication model of Section
3, private beliefs can in principle be modified in three ways: a. by belief inference
to make implicit beliefs explicit, b. by an appropriate communicative act from the
dialogue partner, and c. by direct perception of the domain of discourse. In the second
case, agents ‘take over’ the belief of the dialogue partner. Below, the third case will
not be considered, since we assumed that the agents have no access to the domain of
discourse. In the presented dialogue game, explicit beliefs can thus only be modified
in two ways: via a reasoning mechanism for the belief states of the agents and by
communication with the partner. Since we deal with an ideal communication channel
and since we did not include negation, all manifested beliefs will be included in the
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agents’ mutual beliefs about the domain. In practice, two versions of mutual belief
exist, x’s version and y’s version, but since we will assume that both versions contain
the same information, we will speak of one version only.

An initial commitment state can in principle be adjusted in four ways: a. by com-
mitment inference to make implicit private commitments explicit, b. if the agent re-
ceives particular information with respect to its private commitment state, c. by a ques-
tion of the partner (inducing a social commitment) and d. if the agent concludes that
he is unable to change the belief state in such a way that the situation can be balanced
(c.f. [11]). In the fourth case the commitment will be cancelled.

5 The Dialogue Game

The dialogue game is divided into two parts (for a similar approach, see [27] or [3]):
a. the game-board that contains information about the cognitive states and the com-
municative acts, and b. the dialogue rules that control the behaviour of the participants
(generation rules) and that prescribe how the game-board changes (update rules). The
game-board represents the participants’ cognitive state and typically changes because
of the participants’ communicative actions.

‘Moves’ or information flows between the two participants are composed of two
elements: a. plain information about the domain of discourse (the semantic content),
and b. information about the way the different mental constructs should be updated (the
communicative function). Every move is completely determined by the cognitive state
of the participant who has the turn to act and by the rules for co-operative behaviour
that will be presented below. Since the cognitive states are updated after every move,
the next move is not only determined by the previous one, as would be the case in a
dialogue grammar, but also by the context of the move. Each play is a sequence – not
necessarily finite – of linearly or hierarchically alternating moves.

In the dialogue game and in line with the Gricean maxims [15], agents do not put
forward information they do not believe or information they mutually believe. The
distinction between private and mutual beliefs enables us to give concrete form to the
maxim of quantity. If relevant, private beliefs can always be manifested, unless they
are part of the mutual beliefs. Mutual beliefs give us a criterion to leave out particular
information in the dialogue contribution (otherwise we would manifest information
that the user already believes). In the dialogue game, agents also do not ask informa-
tion they believe or they believe the other is ignorant about.

5.1 The agents’ cognitive state

All constructs of an agent’s cognitive state are modelled as sets of information items,
except for the private and social commitments which are both modelled as a list. The
two types of social commitments together form one list.

We adopt the following shorthand notations: we write Bxp as a shorthand for
p ∈ Bx and write ¬Bxp for p "∈ Bx, and similarly for the other mental constructs.

Note that in writing expressions like Bxp (‘x believes that p’), Bx is not to be
confused with a modal operator with corresponding semantics in terms of accessibility
relations and possible worlds. Our focus is here on dialogue generation, so Bx is
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instead modelled as a dynamic state with an operational semantics given by the rules
of the dialogue. In particular, the rules make use of the fact that particular information
p is present (Bxp), is absent (¬Bxp), is added (Add(Bxp)) or is deleted (Del(Bxp)).

We use the notation Sxp or Cxp to denote that p is the commitment under discus-
sion. A commitment list may be empty, indicated by Sx∅ and Cx∅.

5.1.1 Inference rules

We assume that the agents can reason about their beliefs and commitments by the
following inference rules:

I1 Bxp ∧Bx(p → q)⇒ Add(Bxq)
I2(a) Bxp ∧ Cxr ∧MB(p × r → q)⇒ Add(Cxq)
I2(b) MBp ∧MBCx r ∧MB(p × r → q)⇒ Add(MBCxq)

So, if the belief base of agent x contains the information that p and that p → q then
according to rule I1 it is updated with the information that q. Additionally, if x believes
p, is committed to r and p× r → q is part of the mutual beliefs then according to rule
I2(a) the private commitment base is updated with q. Rule I2(b) is similar. To keep
things simple we will in the dialogue model assume that all commitment inferences
are part of the mutual beliefs.

The belief states are monotonic, i.e. everything that can be inferred from previous
states, can also be inferred from new belief states. Information about commitments
can be retracted after particular communicative acts, for instance, if an agent receives
the answer ‘Don’t know’ to his question ‘whether p’ then the private commitment p
is dropped. We are not concerned with the full details of the update mechanism, but
assume that the cognitive states are updated in line with the principles I1 and I2 and
the update rules presented below.

In the dialogue model, we assume that after each round an agent’s beliefs and
commitments are closed by (successive) application of the inference rules I1 and I2.

Finally, in the dialogue model, we will use a function link that gives us the set
of all antecedents that are connected to a particular consequence of a belief inference.
More precisely, link is defined in the following way:

link(x , q) ≡ {p | Bx (p → q)}

For instance, if x believes that ‘p → q’ and believes that ‘r → q’, then link(x , q) =
{p, r}. If there is no compound proposition with q as its consequence in belief state x,
the set is empty (∅).

5.2 Communicative acts

Agents manifest their beliefs and commitments by means of communicative acts or
moves, such as statements and questions. The content of a move consists of a formula:
Cp (‘p is a commitment’), Bp (‘p is believed’) or Cp ←↩ Bq (‘p is a commitment since
q is believed’); the communicative function is tagged by one of the following markers
(‘?’, ‘!’, ‘∗’ and ‘♣’):

• Questions: [Bp]? and [Cp]?
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• Statements:[Bp]!, [Cp]! and [Cp←↩ Bq]!

• Ignorance: [Bp]∗ and [Cp]∗

• Closure of the dialogue: [ ]♣

We use the notation ‘x : m’ to denote that agent x is the performer of the move m.

5.3 Generation rules

The general dialogue mechanism is as follows.

1. An agent’s first priority is to resolve any imbalance with respect to its social
commitments. For instance, if it receives the question ‘whether p’ and p is part
of private beliefs then it responds that p holds.

2. If there are no such imbalances, then the second priority is to ask questions
that allow the derivation of sub-commitments of its commitments. For instance,
if the agent believes p × r → q, is committed to p and not (yet) to the sub-
commitment q then it asks whether p holds.

3. Otherwise the agent aims at resolving any imbalance between its private believes
and commitments. For instance, if the agent is committed to r but does not (yet)
know that p then it asks whether p holds.

4. If there are no imbalances, the agent closes the dialogue.

With respect to the generation of sub-commitments in step 3. we discern two op-
tions: we can either ask for the belief (p) or for the sub-commitment (q). For instance,
if we are committed to prepare dinner we prefer asking for the belief ‘Are our guests
vegetarian?’ to asking for the (many) sub-commitments it would yield (‘Do I need
to buy eggs?’, ‘Do I need to go to the greengrocer’s?’, ‘Do I need to soak beans?’
and so on). Conversely, if we are committed to drive home we prefer to ask for the
sub-commitment ‘Do I need to take the road E12?’ to asking for of the (many) beliefs
from which this particular commitment could be derived (‘Is there a traffic jam on the
E27?’, ’Is the E38 still road-blocked?’, ‘Is the Prins Claus Bridge closed?’ and so on).
Hence, in the dialogue model we adopt the following (simple) strategy: given the rule
p×r → q an agent asks for the belief p (rather than for the sub-commitment q) if there
is at least an additional rule p× r → q′. The agent asks for the the sub-commitment q
(rather than for the belief p) if there is at least an additional rule p′ × r → q. If neither
or both of these conditions hold then the agent chooses randomly.3

Speech acts (or moves) are fully determined by the cognitive state of the participant
who performs the move and by the rules that are applicable to this state. The double
arrow ‘⇒’ links the preconditions of the move to the move itself. The left side of the
arrow is of type proposition and represents the preconditions in terms of the cognitive
state of an agent; the right side is of type action and represents the generated move.

3For the purposes of this paper, we consider this simple preference ordering. More involved orderings
could for instance take the number and / or priorities of beliefs and sub-commitments into account.
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5.3.1 Questions

Since the agents have no access to the domain of discourse, the initial move can only
be a question. There are two types of questions. The first is a question whether some
proposition is believed to hold:

G0. Cxp ∧ ¬Bxp ∧ Sy∅ ⇒ x : [Bp]?

The first two preconditions of G0 indicate that the agent’s state is out of balance
with respect to the commitment p, the third condition indicates that there are no social
commitments to be handled first. We assume that the imbalance with respect to p is
to be resolved by communication (and not for instance by means of actions and/or
observations in the world).

The second reason for asking whether some proposition is believed to hold is that
it would yield the generation of a new private commitment (according to inference rule
I2).

We first introduce the following short-hand notation Φ:

Φ(x, p, r, q) ≡ MB(p × r → q) ∧ Cx r ∧ ¬Cxq

which expresses that the agent believes p× r → q, has r as it private commitment and
does not have q as a private commitment (yet). The dialogue rules are then as follows:

G1. Φ(x, p, r, q) ∧ ¬IByp ∧ Sy∅ ⇒ x : [Bp]?

G2. Φ(x, p, r, q) ∧ ¬ICyq ∧ Sy∅ ⇒ x : [Cq ]?

The first precondition indicates that a new sub-commitment q of r could be de-
veloped from the belief that p. The question whether this proposition p holds can be
asked if the agent does not believe that the other is ignorant. Similar to rule G0 it is
also required that there are no social commitments to be handled first.

In order to decide between the application of rule G1 and G2 we define the follow-
ing strategy. Given x and r,

• prefer G1 if there exist at least two distinct instances of q

• prefer G2 if there exist at least two distinct instances of p

• if both or none are preferred then choose randomly

So for instance, if Φ(x, p, r, q) and Φ(x, p, r, q′) hold then ask for the belief p, if
Φ(x, p, r, q) and Φ(x, p′, r, q) hold then ask for the commitment q and if all of these
conditions hold then either ask for the belief p or for the commitment q.

5.3.2 Responses to questions

After the initiator has asked a question, his question becomes manifest as a social
commitment of the follower. There are three possibilities for the next move:

a. The follower knows the answer and thus gives the answer. If applicable she even
makes a more cooperative move by including a relevant explanation.
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b. The follower does not know the answer directly, but concludes that there may
be a way to find the answer and asks a counter-question.

c. The follower is ignorant and does not have a solution. She manifests her igno-
rance.

With respect to case a. an explanation is relevant if it allows for the generation of
additional sub-commitments. For instance, given the question ‘Do I need to come
home?’, adding an explanation (‘because your dog is sick’) to the answer ‘Yes’ is
relevant if it would allow the other to infer one or more additional sub-commitments
(such as ‘I need to hurry.’).

Generation rule G3 expresses that if x has the social commitment with respect to
the belief q of y and q is believed by x, then x will answer that q is believed to hold:

G3. SxByq ∧Bxq ⇒ x : [Bq]!

Additionally, if x has the social commitment with respect to the commitment q of
y and the commitment q can be inferred from the belief that r, then if r is relevant then
x will answer that q is a commitment because r is believed (G4), otherwise x will just
answer that q is a commitment (G5).

G4. SxCyq ∧Ψ(x, p, r, q) ∧Bxp ∧ relevant(x , p, r , q)⇒ x : [Cq ←↩ Bp]!

G5. SxCyq ∧Ψ(x, p, r, q) ∧Bxp ∧ ¬relevant(x , p, r , q)⇒ x : [Cq ]!

where we use short-hand notation:

Ψ(x, p, r, q) ≡ MB(p × r → q) ∧MBCyr

to express that the agent believes p × r → q and it is mutually believed that r is a
private commitment of the other.

Additionally, the notion of relevance is formalised as follows:4

relevant(x , p, r , q) ≡ ∃q ′ (= q ∧Ψ(x , p, r , q ′) ∧ ¬MBCyq ′

which expresses that p (e.g, ‘dog is sick’) is relevant if it would allow the generation of
an additional commitment q′ (‘need to hurry’) in addition to q (‘need to come home’).

Additionally, if x does not know the answer, x may ask a counter-question. The
counter-question can only be asked if the agent finds the antecedent of a linked propo-
sition, and if he or she does not believe that the other is ignorant with respect to the
linked proposition (G6 and G7):

G6. SxByq ∧ ¬Bxq ∧ p ∈ link(x , q) ∧ ¬IByp ⇒ x : [Bp]?

G7. SxCyq ∧Ψ(x, s, r, q) ∧ ¬Bxs ∧ p ∈ link(x , s) ∧ ¬IByp ⇒ x : [Bp]?

For reasons of legibility we have omitted from rule G7 the preconditions implying that
neither rule G4 nor G5 is applicable.

4For the purposes of this paper we consider a simple notion of relevance.
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If x does not know the answer and cannot ask a counter-question, x will manifest
his or her ignorance (G8 and G9).

G8. SxByq ∧ ¬Bxq ∧ ¬(∃p : p ∈ link(x , q) ∧ ¬IByp) ⇒ x : [Bq ]∗

G9. SxCyq ∧ not applicable(G7 ) ⇒ x : [Cq]∗

where for reasons of legibility we use the notation not applicable(G7 ) to express that
the preconditions of G7 do not hold.

Finally, in G10 a closing act is generated if the social commitment list is empty
and if the situation is in balance:

G10. Sx∅ ∧ ¬∃q : (Cxq ∧ ¬Bxq) ⇒ x : [ ]♣

To avoid an infinite sequence of closing acts, a meta-rule has been defined to close
the dialogue:

Closing (CL)
Both dialogue partners stop generating communicative acts iff two successive clos-

ing acts are performed (i.e. the sequence x : [ ]♣ and y : [ ]♣).

5.4 The update of cognitive states

The update function yields a new cognitive state depending on the old state and the
move just performed. To represent the consequences of a particular move, we use the
notation ‘⇒’. The left side is of type action and represents the performed move; the
right side represents the postconditions and denotes how the cognitive states should
be updated. The relevant attitudes are preceded by Del or Add depending on whether
information is to be added or removed. So, for instance, Del(Cxq) means that q should
be deleted from the private commitments list.

In update rule U1, it is expressed that if x utters a statement that q holds then q is
added to the mutual beliefs.

U1. x : [Bq]! ⇒ Add(MBq)

Update rule U2 indicates that if x utters that q is a commitment then this becomes
a mutual belief.

U2. x : [Cq]! ⇒ Add(MBCyq)

Update rule U3 is similar to U2. In addition the explanation p is added to the
mutual beliefs.

U3. x : [Cq ⇒ Bp]! ⇒ Add(MBp) ∧Add(MBCyq)

Rules U4 express that if x utters a question whether q holds, then y obtains the
social commitment with respect to the belief q of x.

U4. x : [Bq]? ⇒ Add(SyBxq)
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If x utters a question whether q is a commitment, then y obtains the social com-
mitment with respect to the commitment q of x (U5):

U5. x : [Cq]? ⇒ Add(SyCxq)

Rule U6 and U7 express that if x indicates that he or she has no information about
(the belief or commitment) q, q will be added to the beliefs of y about the ignorance of
x and removed from the social commitments and, if present, from the private commit-
ments of y:

U6. x : [Bq]∗ ⇒ Add(IBxq) ∧Del(SxByq) ∧Del(Cyq)

U7. x : [Cq]∗ ⇒ Add(ICxq) ∧Del(SxCyq)

The last rule, U8, expresses that cognitive states do not change after a closing act:

U8. x : [ ]♣ ⇒ ⊗

Finally, we assume the following two belief state maintenance rules:

M1. Add(MBp)⇒ Add(Bxp) ∧Add(Byp) ∧Del(IByp) ∧Del(IBxp)
M2. Add(MBCxp)⇒ Add(Cxp) ∧Del(ICxp)

Rule M1 indicates that if p becomes mutual knowledge it is added to the private
beliefs and if present removed from the beliefs about the other agent’s ignorance. Ac-
cording to rule M2, if p is added to the mutual beliefs about the commitments of agent
x it is added to the commitments of x as well and deleted from the ignorance of y
about x’s commitments.

6 A dialogue example

We turn now to an example where John and Mary play the co-operative dialogue game
based on the previously introduced mental constructs, and the inference, generation,
update and maintenance rules. First, we present an abstract version of the example,
and after that, we will the example into a ‘natural’ language dialogue.

In Figure 2, we have depicted the dialogue transition table, i.e. the cognitive states
of Mary and John, the communicative acts (MOVE) and, in addition, a reference to
the applied update and generation rules. Empty states are indicated by ‘∅’. In the
example, we have left out Mary’s commitment state (CM ), Mary’s belief state about
John’s ignorance (IJ ), the mutual beliefs about Mary’s commitments (MBCM ) and
John’s social commitments with respect to the commitments of Mary (SJCM ), since
in this particular situation these states remain empty during the course of the dialogue.
In the initial situation, the beliefs are as follows (because of space limitation we have
not depicted them in the table). John and Mary mutually believe that:

1. if one is late and wants to go to the supermarket then one needs to hurry (‘l×s→
h’)

2. if one is late and wants to go to the supermarket then one needs to go by bike
(‘l × s→ b’)
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Mary John
Nr. B SBJ SCJ MBCJ MB MOVE C B SBM ICM

l, r, w → uu ∅ ∅ s ∅ s w ∅ ∅
G1
1. J : [Bl]?
U4 l
G3
2. M : [Bl]!
U1 l
M1 l
I2 h, b h, b
G2
3. J : [Cd]?
U5 d
G2
4. M : [Cd]∗

U7 ∅ d
G2
5. J : [Cj]?
U5 j
G4
6. M : [Cj ⇐ Br]!
U3 j r
M1 r
I2 u u
M2 j
G2
7. J : [Ca]?
U5 y
G7
8. M : [Bw]?
U4 f
G3
9. J : [Bw]!
U1 w
M1 w
I1 uu
G5
10. M : [Ca]!
U2 a
M2 a
G10
11. J : [ ]♣

U8
G10
12. M : [ ]♣

U8
CL

Figure 2: Dialogue between John and Mary about John’s commitment to go to the
supermarket. On the basis of Mary’s responses various sub-commitments (e.g., going
by bike, taking an umbrella) are generated.
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3. if there is a road-block and one wants to go to by bike then one needs to take the
detour (‘rb× b→ d’)

4. if the bridge is closed and one wants to go to go by bike then one needs to take
the detour (‘bc× b→ d’)

5. if it is raining and one wants to go to by bike then one needs to take a jacket
(‘r × b→ j’)

6. if it is raining and one wants to go to by bike then one needs to take an umbrella
(‘r × b→ u’)

7. if it is cold and one wants to go to by bike then one needs to take a jacket
(‘c× b→ j’)

8. if all umbrella’s are currently in use and one wants to take an umbrella one needs
to fetch one from the attic (‘uu× u→ a’)

9. if all umbrella’s are broken and one wants to take an umbrella one needs to fetch
one from the attic (‘ub× u→ a’)

Mary believes that John is late (l), that it is raining (r) and that if William is at
school (and thus has taken his umbrella) then all umbrella’s are currently in use (w →
uu). Mary has no commitments. John believes that William is at school (w). It is
mutually believed that John is committed to go to the supermarket. John is the initiator
and starts with the initial question whether l (move 1). Mary is able to answer this
question directly (move 2). From the answer it is concluded that John has to hurry
(h) and has to go by bike (b). Based on his new commitment to go by bike John
asks whether he has to take the detour (d) (move 3). Mary informs that she has no
information about this (move 4). John asks whether he needs to take a jacket (j)
(move 5). Mary answers that he indeed needs one because it is raining (move 6), from
which John also infers that he should take an umbrella (u). On the basis of this new
commitment, John asks whether he needs to fetch one from the attic (a) (move 7).
Mary is unable to answer this question directly, but may find an answer if she has the
information that William is at school (w). So, she asks for this information (move 8).
John answers that this is indeed the case (move 9), from which Mary infers that John
should fetch an umbrella from the attic. She is now able to answer his question (move
10). Finally, since the remaining imbalance between beliefs and commitments cannot
be solved by communication (but instead have to be resolved by other means such as
actions and observations), the dialogue is closed (move 11 and move 12).

Below the corresponding dialogue is presented in ’natural language’:

17



0. John: I want to go to the supermarket.
(not manifested in the transition table)

1. John: Am I late?
2. Mary: Yes.
3. John: Do I need to take the detour then?
4. Mary: That I don’t know.
5. John: And do I need to take my jacket?
6. Mary: Yes, because it is raining.
7. John: Do I need to fetch an umbrella from the attic then?
8. Mary: Is William at school?
9. John: Yes.
10. Mary: Well in that case you need to fetch one from the attic.
11. John: OK, thank you.
12. Mary: OK, no thanks.

7 Discussion and future research

In this paper we presented a framework for the generation of coherent elementary con-
versational sequences at the speech act level. We were able to show by means of an
explicit presentation of the transition tables that the structure and the coherence of con-
versational units are the result of an interplay between the dialogue and update rules
and the initial cognitive states of the dialogue partners. Figure 2 carefully shows the
pre- and post-conditions of every speech act and the change of the mental constructs
during the dialogue as a basis for utterance production. Clearly, the dialogue is still
unnatural and lacks many of the ingredients that we usually observe when we study the
properties of natural language dialogue. Taking a more profound look, however, we
notice the elementary structural phenomena discussed at the beginning of this paper.
In Figure 2 we can observe the linear organisation of adjacency pairs, such as question-
response (moves 1-2, and moves 3-4) and the closing of the dialogue (moves 11-12).
We also observe the hierarchical organisation of insertion sequences, such as moves 8
and 9 between the question in 7 and its reply in 10. Depending on the initial states, the
dialogue rules generate an arbitrary number of levels of sub-sequences and the final
reply may be originated many turns away from the initial question (see also [7]). The
dialogue coherence, although admittedly oversimplified, comes from both the back-
ground knowledge of the dialogue partners and the way the commitments states are
processed.

In our approach we extended the work presented in [7] in several ways in order
to generate richer dialogue structures. In contrast to [7], we did not take a rigid non-
planning approach, but included a simple possibility to reason about commitments.
In [7] a planning approach was rejected because of complexity problems and the pre-
sented communication model incorporated an extreme sensitivity to the local circum-
stances of the conversation. In this paper we still prefer a local solution, but admit
that talking and reasoning about commitments (or goals) is a substantial aspect of
conversation and therefore has to be included to generate more interesting speech act
sequences. We therefore included a possibility to reason about the commitments of the
participants in a very simple manner.
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Another extension of the model described in [7] is the inclusion of the participants’
mutual belief. Implicitly, and in line with other researchers (e.g. [10, 2, 37]), we
assumed that successful communication also requires some degree of alignment or
common ground and that the goal of grounding of information is a vital activity in
cooperative communication. Prior to a conversation, participants not only have beliefs
of a particular discourse domain, they also assume that there is some agreement about
these beliefs and they augment manifested beliefs to the ‘agreed beliefs’ during the
conversation. In practice it is hard (and, since dialogue participants have no direct
access to their partner, even impossible) to decide whether mutual beliefs are really
common, but our main point is that dialogue participants act as if these beliefs are
common. In fact, the introduction of mutual beliefs enabled us to give concrete form
to the Gricean maxim of quantity, since mutual beliefs give a criterion to leave out
particular information in the dialogue move.

The approach presented in this paper is still rudimentary and extensions could be
developed along different lines, such as an extension of the domain and communication
language, the addition of roles played by the agents and the investigation of different
communicative situations. It should be noted, however, that some extensions may have
far-reaching consequences for different aspects of the game. For instance, including
negation in the domain language seems another inevitable step towards a generalisation
of the framework, since it introduces the possibility of modelling conflicting beliefs
and the generation of argumentative dialogues. Nevertheless, a negated proposition
cannot simply be added to a belief state of one of the participants, since it may result
in unwanted inconsistencies. A solution is the introduction of a temporary state that
represents the beliefs of an agent about the beliefs of his or her partner - ‘A believes
that B believes’ – so that the different types of information can be carefully separated
and inconsistencies can be avoided. It is unclear, however, how these conflicts will
ever be resolved in the present game without other extensions, since both participants
are considered ‘equal’ and there is no reason why they would prefer one proposition
over the other. In other words, an agent can never accept a conflicting proposition
stated by the other if the model does not contain a notion of ‘expertise’ or ‘power’.

Another line of research would be a careful analysis of what actually happens in
human dialogues. In order to determine what humans do in realistic conversational
circumstances and to validate the model presented in this paper, the acquisition of
empirical data is a necessary step in the research process. We will, therefore, collect
empirical data from various conversations and hope that the analysis of the transcripts
will lead to a further extension and refinement of the model, such as the inclusion of
richer semantic descriptions of the domain information.

Some important simplifications were made in the game with respect to the under-
lying communication model. Utterances were always accepted and did not have to
be checked for inconsistencies or other counter-evidence. Participants could never be
misinformed and could not have weak evidence for a specific fact. In natural situa-
tions, however, where people have multimodal access to various aspects of the world,
information channels may be disturbed and an agent’s attention may be attracted by a
variety of sources, including pointing acts of the dialogue partner. The triangle model
described in Section 3 includes some of the necessary basic ingredients to describe
these phenomena, but there are a number of important questions left. For instance,
when do agents decide to observe the domain rather than infer the information from
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their own belief state or ask a question to their partner? How does an agent’s cogni-
tive representation depend on whether information is observed or communicated and
how do these representations influence the course of the dialogue? Partly, the answers
depend on fundamental psychological issues, such as perceptual abilities, memory ca-
pacity and attention capabilities. In this paper, however, we abstracted from these mat-
ters, since including them dramatically increases the complexity of the model without
supplying a substantial contribution to the explanation of the dialogue structure.
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AGENS SAPIENS

JOHN-JULES MEYER

Sapiens fortissime agit sed digne.

In this short article I will sketch the field of agent technology and in particular the work
we have done in Utrecht in this area. The field emerged in the 90s as an interdisciplinary
field in between artificial intelligence and main stream computer science, particularly the
areas of distributed computing and software engineering. It also has many ties to the
disciplines of philosophy, logic, cognitive science, social science and economy.

In the present paper I will mainly restrict myself to our own views on the field and sketch
some of the topics that we have studied. It is not meant to be complete, but just to give an
inkling of what this work is about, and especially what our role has been. It is also rather
personal and subjective, viewed from my perspective, and it only treats matters I am/was
involved in and which are/were really on my mind. My apologies for all people and work
not mentioned. Moreover, I’ve tried to be as non-technical as possible. More objective and
comprehensive overviews of the field of agent technology can be found in e.g. [51, 29].

1. Intelligent Agents

As stated above the field of agents emerged in the 90s. Based on philosophical ideas,
from Aristotle to Dennett and Bratman, the concept of an agent as an autonomous entity,
making its own decisions to perform actions, took shape. Admittedly, the philosophers
mentioned primarily thought of human beings as decision makers, but it was realised
soon by researchers in the field of Artificial Intelligence such as Pollack and Israel that
these ideas could also be fruitfully employed to construct artificial agents in the sense of
software entities that make decisions to perform actions in their environment, (more or
less) independently from their user(s).

Properties of agents that were deemed to be crucial are reactiveness (does the agent
respond adequately and timely to stimuli from the environment, including its user or other
agents?), proactiveness (does the agent take possible future developments into considera-
tion, does it work goal-directedly, pursuing and setting (sub)goals?), and sociality (does
the agent coordinate its behaviour, either cooperatively or competitively, with other agents
sharing the same environment?). In the 90s researchers started to propose both formal
models and concrete architectures for this kind of systems, usually called autonomous /
intelligent / rational agents, and multi-agent systems / agent societies for systems involving
multiple agents.

Intelligent Systems Group, Universiteit Utrecht.
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2. BDI Agents: Logics and Architectures

In order to achieve the desiderata for agent systems as mentioned above, many re-
searchers turned to a mentalistic description of agents, based on folk psychology, employ-
ing such notions as beliefs, desires and intentions (BDI for short). The idea being that
agents show autonomous (reactive, proactive and social) behaviour if this is based on a
proper consideration of these attitudes when deliberating their next action. Following the
philosophical treatment of Michael Bratman ([4]) researchers on the one hand started to
make this more precise by means of logical specifications ([8, 36, 25, 26, 31]), and on the
other hand devised more concrete architectures for agent-based systems, such as IRMA,
PRS and InteRRap ([5, 36, 14, 32, 51]). In this period our group focused on the logic of
agents by employing a logic of action (dynamic logic), called KARO, enriched with modal
operators for BDI-like attitudes ([25]). In a sense this work was the natural continuation
of our earlier work on logics for artificial intelligence, and in particular on the logic of
knowledge and belief ([20, 30, 27]) and the (modal) logic of action (e.g. [6, 23]). The logic
of knowledge, or epistemic logic, is about the logical properties of the knowledge of agents,
such as that knowledge is true (Kφ → φ), and knowledge is known (Kφ → KKφ). Modal
action logics such as dynamic logic enables one to reason about the effects of performing
actions, including the execution of programs. In KARO, containing a combination of log-
ics of action and knowledge and belief, we can express things like that the agent is aware
of its commitments to perform actions (commitments are known, Comα → KComα),
and that an agent that possibly intends to do an action α for the purpose of achieving
a known goal φ, meaning that it knows that it is able to perform the action α and that
performing α will result in the achievement of φ, may commit itself to such an action
(K(〈α〉φ ∧ Able(α) ∧ Goalφ) → 〈commitα〉Comα). Lately work on logics of agents has
shifted more to social aspects, see below.

3. BDI+ Agents, Sapient Agents

Recently we have come to realize that we can draw further inspiration from cognitive
science and cognitive models in particular. Since a couple of years we have been working on
incorporating emotions into our agent models, with the aim of constructing agent systems
that on the one hand are more efficacious (the use of emotions as heuristics in decision-
making) and more believable on the other (in applications in which agents are interacting
with users, see below), and we have obtained some first results here ([28, 42]. I refer to
cognitive agents with mentalistic capabilities beyond pure BDI as ‘BDI+’ agents.

Furthermore, we explored the possibility to enhance the intelligence of agents even fur-
ther, and coined a notion of a ‘sapient agent’ ([34, 33]). This denotes a general kind of
agent that can handle different tasks simultaneously, situated in an environment, involved
in sustained activity over longer periods of time, and for this purpose possessing accumu-
lated knowledge and learning capabilities. Sapient agents are also presumed to be adaptive
and have ‘insight’ and ‘judgement’ in the sense that they are able to use their mentalistic
(BDI+) attitudes together with sensing, communication and learning capabilities, and the
capability to reflect on and reason about these capabilities, to determine the ‘right way to
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go’. Of course, as this is a very ambitious idea, one needs to develop more concrete methods
and techniques for realizing sapient agents. One of these techniques we have been focusing
on in Utrecht that can be viewed as a first step towards the realization of sapient agents,
is that of programming cognitive (BDI-like) agents by means of a concrete programming
language as we will describe below. Other lines of research in this direction, increasing
agents’ capabilities include work on adjustable autonomy. Although there is little consen-
sus in the literature on this topic (as with agent-hood itself), we have considered autonomy
in the sense of having control over external influences and adjustable autonomy as dealing
dynamically with this. In particular we have investigated in which way the mental state,
and especially the beliefs, of an agent can be allowed to be influenced by other agents
([45, 46]). Other work is related to mobile services (see below), and investigates a more
dynamic view on deliberation: in these applications it makes sense to interrupt the normal
deliberation cycle such as the generation and execution of plans (since they are not useful
at that moment), which may be resumed later once it becomes useful / relevant again [22].

4. Multi-Agent Systems

Most current research about agents is about multi-agent systems (MAS), in which mul-
tiple agents share a common environment and have to interact and coordinate with each
other ([51]). So here we are concerned with social properties of agents: how do they com-
municate, coordinate, negotiate, cooperate or compete? In our group we have done several
projects concerning aspects of multi-agent systems. We have looked at programming lan-
guages for agent communication ([13]), and especially we have studied how techniques
from the area of concurrent and distributed computing can be fruitfully employed to ob-
tain programming constructs for agent communication and negotiation together with sound
semantics and verification methods. We have also considered how heterogeneous agents,
that is, agents that have different ontologies (concepts; “speak different languages”) could
possibly communicate with each other in a meaningful way and make decisions on the
information gained from their dialogues ([13, 11, 24]). In fact, with a company called
Emotional Brain, we have investigated how, based on these ideas, to make practical sys-
tems (Heterogeneous MAS) for reasoning about complex interdisciplinary domains such as
medicine including pharmacological and psychological aspects. Another, related, strand
of research looks at how agents can reason with each other (and persuade each other) of
certain things (to know or to do) by using formal argumentation in the style of [35, 47],
where also agent-oriented concepts such as BDI, values and personalities play a role ([50]).
For instance, from cognitive science it is known that it depends on the (human) agent’s
personality what arguments are convincing for him/her.

Other projects related to the issue of MAS that we have done or are currently doing,
partly in cooperation with other universities and institutes, include: programming coor-
dination of agents ([48, 3]), multi-agent planning ([49], the use of logic for the analysis
of game-theoretical notions ([18]), the use of a combination of multi-agent systems and
computational economy to repair problems with plans in air traffic management ([21]),
and last but not least a method(ology) for designing multi-agent systems (OperA, [12]).
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OperA is an elegant framework for MAS (or agent societies), comprising three models:
an organisational model, in which the organisational structure of the society is described,
consisting of roles and interactions as intended by the organisational stakeholders, a social
model, in which agents are assigned/linked to roles via social contracts, and finally an
interaction model, in which the possible interactions between agents are described. An
important feature is that in this way the organisational specification is separated from the
internals of the agents involved. Currently we are also looking at logical issues pertaining
to MAS, in particular we are interested in logics that describe how agents should ideally
act within an agent society where the interests of groups of agents (coalitions) is taken into
account [7]: as is well-known from game theory the optimal way to act may depend on the
coalition considered, with as special cases the individual agent on its own and the group
of all agents.

4.1. Normative Systems. An especially interesting topic within MAS research concerns
how to deal with the regulation of the (more or less) autonomous agents within such a MAS
or agent society. So here the challenge is to find a balance between the autonomy of the
individual agents and the desired overall behavior of the system. Here one sees solutions
inspired by the human society: using norms one specifies how the agent should behave, and
next one devises systems such as ‘electronic institutions’ to monitor, regiment or enforce
the desired behavior upon the agents. In general one may call these systems normative
systems or normative MAS. In our group we have conducted both theoretical and more
practical research how such normative systems can be specified and realized (e.g. [1, 15]).
Currently (e.g. [44]) we also are looking at how to integrate ways of programming these
normative systems with programming individual agents, an important topic of our group
during the last decade, to which we will turn now.

5. Agent-Oriented Programming

Since the second half of the 90s we have paid much attention to the question of how
to program agent systems. The subfield of agent-oriented programming was initiated by
Yoav Shoham with his proposal of the language AGENT0 [41], in which for the first time
BDI-like concepts such as beliefs and commitments could be employed in the language for
writing agent programs.

In Utrecht Koen Hindriks came up with the agent language 3APL (An Abstract Agent
Programming Language), for which a rigorous and formal semantics was provided, which
formed the basis of our implementation(s) of the language ([19, 39, 37]). This was an
improvement over Shoham’s work which lacked such a rigorous semantics. We deem se-
mantics to be very important. It provides precise operational meaning of the concepts and
operations / constructs used in a language. Especially in an area such as agent technology
where notions are loosely based on human concepts and thus inherently vague, this is of
the utmost importance!

3APL is a rule-based language with both features from imperative and logic program-
ming, with as key construct a so-called ‘practical reasoning’ (or ‘plan revision’, PR) rule
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of the form
π ← ϕ | π′

where π, π′ stand for procedural goals (or plans) and ϕ for a belief. The interpretation of
the rule is that if the current plan is π and ϕ follows from the belief base of the agent then
π can be replaced by the plan π′.

Later we, and especially Birna van Riemsdijk and Mehdi Dastani, developed the ideas
behind 3APL further, also extending the notions that are used in programming BDI-like
cognitive agents. For example, also declarative goals (‘goals-to-be’, describing desirable
‘states’ rather than ‘actions’) were introduced, and much attention was paid to their se-
mantics [10, 37, 38]). This led to the incorporation of rules of the form

γ ← ϕ | π

where γ is a declarative goal, ϕ is a belief and π is a plan, with as interpretation that if
γ is a current declarative goal and ϕ is believed then the plan π can be generated and
put into the plan base of the agent. Therefore this kind of rules is called ‘planning goals’
(or ‘plan generation’, PG) rules. Eventually this development led to the language 2APL
(A Practical Agent Programming Language)[9], which we are currently developing further
and using for various applications.

6. Applications

During the last years we have looked at various applications of agent technology in
diverse domains. The main aim of this is to investigate the practicality and usefulness
of this new technology in general, and our implementation of it through 3APL/2APL
more in particular. Here we have focused mainly on applications that could be viewed as
resorting under the areas of human media interaction and (to a lesser extent) logistics and
computational economy.

As for the former we are conducting projects on the use of agent technology in modelling
and generating/constructing video game characters ([40]), companion robots ([2, 43]), ex-
plainable AI [16, 17]. With respect to video game characters we are interested in modelling
them with BDI or BDI+ agents, and also in capabilities to derive (‘abduce’) the mental
attitudes such as beliefs, goals and intentions of virtual characters from their behaviours, so
that characters equipped with these capabilities can predict the behaviour of other agents
and anticipate on it in a believable manner. As to companion robots we are concerned with
the reasoning and communication (dialogues) with a robot that is designed to help elderly
people with kitchen tasks. Regarding explainable AI we are interested in designing and
constructing virtual trainings for (para)military situations, in which BDI agents are em-
ployed that also can explain their actions and decisions to students/trainees. The projects
on mental state abduction and explainable AI are being carried out under the umbrella of
the GATE project (Game Research for Training and Entertainment).

As to applications in logistics and computational economy, we have researched multi-
agent methods to deal with plan repair in the context of air traffic management, especially
for the question how to devise an efficient but equitable (for the parties concerned) solution
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to disturbances in the planning of gate assignments ([21]). Finally, as said before, we have
also considered the application of agents for mobile services [22]. Mobile applications are
interesting since they pose new challenges for agent technology. For instance, if one would
like to find restaurants in the city where one is driving, an agent may plan a route to such
a restaurant; however if for some reason we drive too far off from the city, on the highway,
for example, this particular choice makes no sense anymore. Then it is fruitful to stop
the planning and look at other possibilities/goals/plans. Returning to the same area later
would make it sensible to resume the earlier deliberation on getting to a nearby restaurant
in the city again. This calls for a reconsideration of the standard deliberation cycle in
agent systems programming ([22]).

7. Conclusion

In this paper I have sketched some of the main lines of our research in agent technol-
ogy, that developed from theoretical/logical foundations via the development of an agent
programming language to several applications. It is tempting to speculate on the question
where agent technology is heading for. On the one hand it is clear that because of its
cognition-inspired models it will never become a standard for generic programming, on the
other hand it is clear that a lot of ’intelligent’ systems that are currently emerging can be
dealt with by agent technology in some form or another.

8. Postscript for Wiebe

I’ve written this article on the occasion of 25 years of computer science in Utrecht. Here
I’d like to add some words especially dedicated to Wiebe. Wiebe, as you can see from the
article (and the selected ‘wiebliography’ below) we have done rather a lot in Amsterdam
and Utrecht over the years. As my first PhD student in the direction of Logics for AI,
you were right at the center and origin of it all. I really think that without you we would
not have come that far. We were working already on agents and particularly agent logics
without even knowing it. Your own excellent PhD work was seminal for our group and
gave birth to work continued by our students, in the first instance by our first joint student
Bernd van Linder (who has proved, btw, that doing possible world semantics can also lead
you to the heart of very real worlds like the financial one!).

Wiebe, I treasure the memories of our long-standing working relation in Amsterdam and
Utrecht. We got along extremely well. At your PhD party you said that this was perhaps
due to the fact that I was a very young professor and you were an very old PhD student. ;-)
Well, at least it made the difference in age rather small, and in fact you are exactly as old
as my younger brother (only two weeks difference). Although we do not write many joint
papers anymore, we have, somewhat paradoxically, kept a close friendship over a distance.
I’m very proud of what you’ve accomplished in Liverpool during the last 6.5 years and
hope that we’ll remain colleagues and friends for a long time to come!

Congratulations on your 50th birthday!
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9. Selected Annotated Joint Wiebliography

In this section I have chosen 11 out of more than 50(!) joint publications.

(1) W. van der Hoek & J.-J.Ch. Meyer, Possible Logics of Belief, Logique & Analyse
127-128, 1989, pp.177-194.

This was our first paper together, in which we explored our new territory of
doxastic logic.

(2) W. van der Hoek & J.-J. Ch. Meyer, Making Some Issues of Implicit Knowledge
Explicit, Int. J. of Foundations of Computer Science 3(2), 1992, pp. 193-223.

We started this because I was faced with a problem in deontic logic concern-
ing intersection of accessibility relations. Here your great technical skills became
already apparent!

(3) W. van der Hoek, M. van Hulst & J.-J. Ch. Meyer, Towards an Epistemic Approach
to Reasoning about Concurrent Programs, Proc. REX Workshop Beekbergen 1992
(J.W. de Bakker, W.P. de Roever & G. Rozenberg, eds.), LNCS 666, Springer,
Berlijn, 1993, pp. 261-287.

This was the result of your excursion to Nijmegen, my second affiliation at that
time, where Marten van Hulst was a PhD student of mine.

(4) W. van der Hoek, B. van Linder & J.-J. Ch. Meyer, A Logic of Capabilities. Proc.
3rd Int. Symp. on the Logical Foundations of Comp. Sc. (LFCS’94), (A. Nerode &
Yu.V. Matiyasevich, eds.), LNCS 813, Springer-Verlag, Berlin, 1994, pp. 366-378.

Our first paper with Bernd van Linder, which constitutes the birth of the KARO
formalism.

(5) J.-J. Ch. Meyer & W. van der Hoek, Epistemic Logic for AI and Computer Sci-
ence, Cambridge Tracts in Theoretical Computer Science 41, Cambridge University
Press, 1995.

The book that we wrote together, based on my lectures in Amsterdam. It took
something like 7 years to complete, from initial lecture notes to printed book. I
believe the elaboration of the exercises alone already took us more than a year...

(6) J.-J. Ch. Meyer, W. van der Hoek & B. van Linder, A Logical Approach to the
Dynamics of Commitments, AI Journal 113, 1999, pp. 1-40.

Our AI Journal publication on KARO, particularly the ‘motivational’ part. It
almost got rejected since the editor misinterpreted the reviews in the first instance.
Fortunately we had the audacity to protest. ;-)

(7) K.V. Hindriks, F.S. de Boer, W. van der Hoek & J.-J. Ch. Meyer, Agent Program-
ming in 3APL, in Int. J. of Autonomous Agents and Multi-Agent Systems 2(4),
1999, pp. 357-401.

Our journal paper with Koen Hindriks on 3APL, which would influence our work
in Utrecht on agent programming for many years.

(8) F.S. de Boer, R.M. van Eijk, W. van der Hoek & J.-J. Ch. Meyer, A Fully-Abstract
Model for the Exchange of Information in Multi-Agent Systems, Theoretical Com-
puter Science 290, 2003, pp. 1753-1773.
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One of the nice papers on agent communication we wrote with Frank de Boer
and Rogier van Eijk.

(9) W. de Vries, F.S. de Boer, K.V. Hindriks, W. van der Hoek &. J.-J. Ch. Meyer, A
Programming Language for Coordinating Group Actions, in: Proc. of the Second
International Workshop of Central and Eastern Europe on Multi-Agent Systems
(CEEMAS01) (B. Dunin-Keplicz & E. Nawarecki, eds.), 2001, pp. 297–304.

One of the things we did with Wieke de Vries when she returned to Utrecht as
a kind of prodigal daughter, after her bold expedition to Amsterdam. ;-)

(10) B.P. Harrenstein, W. van der Hoek, J.-J. Ch. Meyer & C. Witteveen, A Modal
Characterization of Nash Equilibrium, Fundamenta Informaticae 57(2-4), 2003, pp.
281–321.

I remember that when giving a talk about this joint work with Paul Harrenstein
and Cees Witteveen at a workshop in Poland, Witold Lukascewicz said to me
jokingly: ”What can’t you guys do with modal logic...?”

(11) M.B. van Riemsdijk, W. van der Hoek & J.-J. Ch. Meyer, Agent Programming
in Dribble: from Beliefs to Goals Using Plans, in: Proc. 2nd Int. J. Conf, on
Autonomous Agents and Multiagent Systems (AAMAS03)(J.S. Rosenschein, T.
Sandholm, M. Wooldridge & M. Yokoo, eds.), Melbourne Australia, ACM Press,
New York, 2003, pp. 393–400.

This was the wonderful result of the Master’s thesis work by Birna van Riemsdijk,
who later did a PhD with me.
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Abstract

Preface

What should you submit as a contribution to a workshop in honor of the
50th birthday of a best friend? Instead of submitting an already published
paper, or composing a story about all the things we have done together in
the past, I decided to submit something we could do together in the future.
So, here is an unfinished paper to contribute to the Wiebe fest. Originally,
the contents of this paper were planned to be written together with Wiebe
and two other colleagues. Although we planned to submit it to a suitable
conference at the end of 2008, it did not work out, since the four of us had
other, more urgent, papers to work on and the ideas put forward in this
paper were (are) still in their infancy. We made some progress in the very
last weeks of 2008, but at at that time we all felt that the paper was not
ready for submission. Meanwhile, I’ve been looking again at some problems
and now I feel that at least we have some results that are worthwhile to work
on, although the number of problems we still have to solve outweighs the
number of problems we think we have solved. Anyway, this paper still needs
quite a lot of extensions and improvements, but I’m confident that it can
be finished in the coming months. Therefore, Wiebe, instead of repeating
what we have accomplished in the past, let this paper in concept be a sign
of our cooperation in the past, present and the future. Maybe a finished
and polished version can be submitted to the Wiebe 60 Fest . . .
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1 Introduction

The problem we want to discuss is very simple to state: Let Σ be a set of
formulae (or constraints) over a partitioned set X = {Xi}n

i=1 of variables.
Each block Xi of variables is controlled by an actor Ai who, independently
from the other actors, tries to find a satisfying assignment σi for its subset
Σi ⊆ Σ of formulas over Xi. Suppose that these local assignments σi are
simply composed to a global assignment σ for X. Can we guarantee σ to be
a satisfying assignment for Σ, if we don’t have any control over the choice
of the locally satisfying assignments σi?

Let’s start with a simple example to illustrate this problem. Suppose
that Alice and Bob plan a party. Alice would like to invite Charles (c) or
Diane (d) or both, while Bob independently from Alice wants to make an
(inclusive) choice between Fred (f), Gerald (g) and Harald (h). It is also
known, however, that inviting both Charles and Gerald will result in a really
disastrous party, hence, we would not like to have them both invited. So,
let Σ = {c ∨ d, f ∨ g ∨ h,¬(c ∧ g)} and let X = {{c, d}, {f, g, h}}.

Now Alice, controlling X1 = {c, d} chooses a satisfying assignment for
Σ1 = {c ∨ d}, while Bob, controlling X2 = {f, g, h}, takes a satisfying
assignment for Σ2 = {f ∨ g ∨ h}. In this case, it is easy to see that we
can’t guarantee the existence of a globally satisfying assignment σ. For
example, Alice might choose σ1 = {c = 1, d = 0} while Bob might take
σ2 = {f = 0, g = 1, h = 1}, but then the constraint ¬(c ∧ g) is violated by
the simple composition σ = {c = 1, d = 0, f = 0, g = 1, h = 1} of these
assignments, implying that the party is over.

Some questions can be raised almost immediately. For example, it is
clear that the composition of satisfying local assignments cannot always be
guaranteed to be a satisfying global assignment, but how difficult is it to
detect exactly when such a guarantee can be given or not? What is the
connection between this problem and deciding (in)consistency of the set of
formulae Σ? Does it help if we already know some assignments satisfying
Σ? Note that these questions are all pertaining to the role of the available
information about the constraint system in answering this decision problem.

There is however, another, more constructive, way of looking to this
problem. Suppose that we have a no-instance of the problem, that is an
instance for which such a global satisfying assignment cannot always be
guaranteed, could we, by minimally changing the instance, turn it into a yes-
instance? For example, if in the example above we could force Bob to choose
between Fred and Harald, the existence of a globally satisfying assignment
can be guaranteed. But of course, this also raises a lot of questions, like:
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What is minimality in this respect? What are the allowable changes? How
difficult is it to find such changes?

In this (preliminary version of the) paper, we will only touch upon some
of these questions. First, we will briefly discuss some related work and pro-
vide some general motivation for this research subject. Then we provide
some formalisation by introducing a general framework for distributed con-
straint satisfaction problems and we define our problem in a more precise
way. Next, we discuss the complexity of some associated decision problems
and the problems associated with minimally changing the problem such that
a global satisfying assignment can be guaranteed.

2 Motivation and Background

In constraint satisfaction, decomposition is a common technique to split
a problem in a number of parts in such a way that the global solution
can be efficiently assembled from the solutions of the parts. Most of these
decomposition techniques that have been applied are structurally motivated,
that is the decomposition is performed by analyzing the structure of the set
C of constraints. The goal of such decomposition techniques is to split the
original problem into a set of problems that can be solved in an easier way.
The sets variables associated with resulting subproblems do not need to be
completely disjunct, but do need to cover the global set X of variables. In
general, the subproblems are easy to solve by guaranteeing that the resulting
subproblems are acyclic: it is well-known that acyclic constraint solving
problems can be solved efficiently, i.e. in polynomial time [1].

There is an extensive set of literature [2, 4, 5, 6, 8, 10] on this con-
straint decomposition problem with quite a number of different approaches
to achieve suitable decompositions like e.g. bi-connected components, (hy-
per)tree decomposition, hinge decomposition, query decomposition, tree
clustering methods, and so on. A common aspect of all these approaches,
however, is that (i) the structure of the problem dictates the way in which
the subproblems are generated and (ii) the subproblems generated do not
have to be completely independently solvable, that is, in general, the de-
composition will not allow the problems to be concurrently solvable.

The problem we are interested in differs in some respects from the prob-
lem solved by these structural decomposition methods. First of all, while
in structural decomposition methods the partitioning (or covering) of the
variables is a result of the decomposition and depends upon the structure
of the constraint problem, we are interested in decomposition methods that
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take a given partitioning of the variables into account. This is more in line
with applications where a general (constraint) problem has to be solved by
different parties that, each using their own approach, do want to solve their
own part of the problem. This own part is determined by the capacities of
these parties and not vice-versa.

Secondly, we require a complete decomposition of the original problem
instance, that is, we would like to find a set of subproblems that can be
solved concurrently and independently to obtain a complete solution to the
original instance. This, in particular, makes our approach relevant to those
problems where there are actors who want to solve their part of the con-
straint satisfaction problem in a completely autonomous way, without us-
ing communication (or without being able to communicate) and revision
or backtracking necessitated by incompatible partial solutions proposed by
other players.

In this paper, first of all, we address some decision problems associated
with this concurrent decomposition approach. Then we want to enhance its
applicability in the following way: if we detect that a system S, whose set
of variables X is partitioned, does not allow for a decomposition in inde-
pendently solvable subsystems, we minimally change the constraint system
S to a system S ′ in such a way that (i) every solution to S ′ is a solution
to S and (ii) S ′ can be decomposed into independently solvable subsystems
whose solutions always can be always reassembled to give a total solution
to S.

Before we state these problems in a more precise way, we first intro-
duce some notational conventions and a general framework for discussing
distributed constraint systems.

3 Preliminaries

We consider (abstract) constraint systems S = (X, D, C) where X is a
(finite) set of variables X, D is a set of (value) domains Di for every variable
xi ∈ X and C is a set of constraints on X.

We assume constraints c ∈ C to be specified as formulas over some
language. A solution s of the system is an assignment s = {xi := di}n

i=1 of
all variables in X such that each c ∈ C is satisfied. A partial solution is just
an assignment to a subset X ′ ⊆ X of the variables. We will assume that
we have a constant di in the language for every domain element di, and we
often will identify di with di and think of an assignent s = {xi := di}n

i=1 as
a formula

∧n
i=1(xi = di) or a set of formulas {(xi = di)}n

i=1. To preserve
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generality, we don’t feel the need to specify the set of allowable operators
used in the constraints c ∈ C and their interpretation.

By Sol(S) we denote the set of solutions s, i.e., satisfying assignments,
to a constraint system S. The system S is called consistent if Sol(S) "= ∅.
For every c ∈ C, let V ar(c) denote the set of variables mentioned in c. For a
set of constraints C, we put V ar(C) =

⋃
c∈C V ar(c). Given S = (X, D, C)

we obviously require V ar(C) ⊆ X. Similarly, if D is a set of value domains
Di for variables xi ∈ X and we have X ′ ⊆ X, then DX′ is the set of value
domains Di

X′ for variables xi ∈ X ′ with the obvious conditon that for all
xi ∈ X ′, Di = Di

X′ . Given a set of constraints C and a set of variables X ′

we let CX′ denote the subset {c ∈ C | V ar(c) ⊆ X ′}. Furthermore, if X1

and X2 are subsets of X and s1 is an assignment of values to variables in
X1 and s2 an assignment of values to variables in X2, then the composition
s = s1 % s2 denotes an assignment of values to variables in X1 ∪ X2. In
particular, this assignment is well-defined if {X1, X2} is a partitioning of X.

3.1 Simple constraint systems

Given a constraint system S = (X,D, C) we often want to concentrate on
the constraints relevant to a subset X ′ of the variables X. Selecting such
a subset of variables and the constraints associated with it will induce just
another constraint system, being a subsystem of the original system:

Definition 1 Let S1 = (X1, D1, C1) and S2 = (X2, D2, C2) be two con-
straint systems. Then we say that S1 is a subsystem of S2, written S1 ' S2,
if the following holds:

1. X1 ⊆ X2

2. D1 = D2X1

3. C1 = C2X1

Let s = {xi := di}n
i=1 be a solution for S2 ( S1. Then sS1 = s(X1,D1,C1) is

the assignment {xi := di | xi := di ∈ s, xi ∈ X1}.

It seems reasonable to assume that if a global constraint system S = (X,D, C)
is consistent, any subsystem S ′ = (X ′, DX′ , CX′) with X ′ ⊆ X derived from
it, is also consistent.1

1But note that if we use an underlying nonmonotonic logic for the satisfaction relation
this does not necessarily holds.
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Note that, by definition of a constraint system S = (X, D, C), we have
V ar(C) ⊆ X. Now, given a constraint system S2 = (X2, D2, C2), there are
at least three natural ways to obtain a subsystem S1 = (X1, D1, C1) from it:

1. Fix a set X1 ⊆ X2 and from that, derive D1 and C1 using Definition 1.
In this case, we will write S1 = S2X1

.

2. Fix a subset set D1 of value domains from D1 and find as set X2 such
that D1 = D2X2

. This can always be done by removing from X2 those
variables that have a value in a doman in D2 but not in D1. The set
of constraints C1 is then also directly obtained: C1 = C2X1

. We write:
S1 = S2D1

.

3. Fix a subset C1 of the constraints of C2 and find as set X2 such that
C1 = C2C2

. This can always be done by removing from X2 those
variables that do occur in C2 but not in C1. The set of domain values
D1 is then also directly obtained: D1 = D2X1

. We write: S1 = S2C1
.

With respect to the subsystem relation ", we assume our constraint
systems to satisfy the following preservation property:

Preservation
Let (X1, D1, C1) = S1 " S2. Then s ∈ Sol(S2) implies s(X1,D1,C1) ∈
Sol(S1).

Constraint systems that satisfy Preservation will be called Simple Con-
straint Systems.

3.2 Distributed Constraint Systems

Usually, constraint systems S are distributed, that is, there is a set of actors
Ai, each being able to make assignments or adding relations for/to only
a subset Xi of variables and these agents are collectively responsible for
producing a global solution for S. More specifically, if S = (X, D, C) is a
constraint system and Xi ⊆ X is the subset of variables controlled by agent
Ai then Si = (Xi, DXi , CXi) is the subsystem that has to be solved by agent
Ai, where DXi is the set of domains for the variables in Xi and CXi is as
defined above.

If X = X1 ∪X2 ∪ . . . ∪Xn and
⋃n

i=1 Xi = X, while for 1 ≤ i &= j = n,
Xi ∩ Xj = ∅, the collection {Xi}n

i=1 constitutes a partitioning of X, and
each Xi is called a block of X. If {Xi}n

i=1 is a partitioning of X, we let
S = ({Xi}n

i=1, D, C) denote a distributed constraint system.
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4 The concurrent decomposition problem

In general, the distributed constraint solving problem can be simply stated
as follows:

Given a distributed constraint system S = ({Xi}n
i=1, D, C) is

it always possible to find a solution s ∈ Sol(S) using solutions
si ∈ Sol(Si) for its induced subsystems Si = (Xi, DXi , CXi)?

As we observed, while there are quite a few proposals for solving dis-
tributed systems, they almost all come down to some (distributed) back-
tracking process needed to resolve conflicts between partial solutions. Ba-
sically, what we are interested in are backtracking-free concurrent solutions.
That is, we would like to investigate the following concurrent decomposion
problem:

Given a distributed constraint system S = ({Xi}n
i=1, D, C), is

it true that the composition s = s1 " s2 " . . . " sn of arbitrary
solutions si ∈ Sol(Si), where Si = (Xi, DXi , CXi), is always a
solution for the total system S?

If the answer is yes, we say that a distributed constraint system is con-
currently decomposable. More exactly we can define this property as follows:

Definition 2 (Concurrent decomposition) A consistent distributed con-
straint system S = ({Xi}n

i=1, D, C) is concurrently decomposable if,

1. for every i = 1, . . . , n there exists a consistent partial constraint system
Si = (Xi, DXi , CXi) restricted to Xi, and

2. Sol(S1) " . . . " Sol(Sn) ⊆ Sol(S), that is, for every (s1, . . . , sn) ∈
Sol(S1)× . . .×Sol(Sn) it holds that s = s1 " s2 . . ." sn is well-defined
and s ∈ Sol(S).

We note that most constraint systems S will not allow us to simply
decompose S into partial constraint systems Si derived from S, determine
the solutions si to the partial systems and then just merge or compose these
(partial) solutions to obtain the solution to the original system.

Example 1 Take a simple constraint system S = (X, D, C) where X =
{x1, x2} and is partitioned into X1 = {x1} and X2 = {x2}, and D1 = D2 =
N. Let C = {x1 %= x2} ∪ {ni < xi ≤ mi : i = 1, 2} for some given numbers
n1 + n2 + 5 < m1 + m2. It is easy to see that the partial solutions s1 for
S{x1} and s2 for S{x2} cannot always be joined to a global solution, since x1

might be given the same value as x2.
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Example 2 Take a meeting scheduler, which has the aim to schedule two
different meetings at a University in one and the same week. Meeting m1

should be among faculty members of a specific Department, its Head, and
its Dean, while meeting m2 involves the Head of Department, the Dean and
the Vice Chancellor. Moreover, we should keep in mind that no person can
attend different meetings at the same time. Again, the partial solutions
cannot always be joined to obtain a global solution.

Note that in both cases splitting the problem into several parts means
that some constraints c such as x1 != x2 (Example 1) and the constraint
that two meetings cannot overlap if there is a person that should attend
both of them (Example 2) are not taken into account while solving the
partial constraint systems individually. These constraints are the so-called
inter-block constraints. Therefore, concurrent decomposability should also
be viewed upon as a specification of a special relation between the set of
intra-block constraints CXi and this set of inter-block constraints.

It is not difficult to show that, indeed, if the sets CXi of constraints cov-
ered by the partition blocks Xi together imply all constraints in C, that is
also the inter-block constraints c ∈ C such that V ar(c) is not contained in
a single partition block, then the constraint system is concurrently decom-
posable:

Proposition 1 Let S = ({Xi}n
i=1, D, C) be a consistent distributed con-

straint system and for i = 1, . . . , n, let Si = (Xi, DXi , CXi). Then Sol(S1)×
. . .× Sol(Sn) ⊆ Sol(S) iff

⋃n
i=1 CXi |= C.

Proof. [Sketch] Assume that Sol(S1)× . . .× Sol(Sn) ⊆ Sol(S). Take an ar-
bitrary s satisfying

⋃n
i=1 CXi . Then s can be written as s = s1%s2% . . .%sn

where each si satisfies CXi and therefore, si ∈ Sol(Si). By assumption,
s ∈ Sol(S). Therefore, s satisfies C.
Conversely, assume

⋃n
i=1 CXi |= C. Then every solution s satisfying

⋃n
i=1 CXi

will satisfy C. Each such a solution s can be written as s = s1% s2% . . .% sn

where each si satisfies CXi . Hence, Sol(S1)× . . .× Sol(Sn) ⊆ Sol(S). !

The last proposition almost immediately suggest that the problem whether
a given distributed constraint system is concurrently decomposable or not
is computationally closely related to deciding propositional logical conse-
quence, which is co-NP complete. Indeed, as the next proposition shows,
this is the case, even in the most simple distributed cases:
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Proposition 2 Let S = ({Xi}n
i=1, D, C) be a distributed constraint system.

The problem to decide whether S is concurrently decomposable is coNP-
complete.

Proof. Membership of coNP is easy: just guess a set of solutions {si}n
i=1,

where each si is a solution guessed for subsystem Si. Now check for each
i = 1, 2, . . . , n whether si ∈ Sol(Si) and then check the compatibility of
these solutions. The violation of one or more inter-block constraints c can
be easily verified using the composed global solution s.

Completeness follows using the following reduction from the coNP-complete
Logical Consequence problem (Given a set of variables U , a set of clauses
C over U and a clause c, is c implied by C?): Given an instance (U, C, c)
of this problem, we consider the distributed constraint system S = (U ∪
{x}, C ∪{c′}∪{¬x}, {{0, 1}i}|U |+1

i=1 ), where the set of variables is partitioned
in the set U and the set {x}, and c′ = c ∪ {x} is the clause c extended with
the new atom x #∈ U . Clearly, using this partitioning, S is decomposed into
two systems SU = (U, C, {{0, 1}i}|U |

i=1), while S{x} = ({x}, {¬x}, {{0, 1}).

Now, let τ be any assignment verifying C, but falsifying c. Then τ is a
solution for SU and together with the only possible solution {x = 0} for
S{x} it constitutes an assignment τ $ {x = 0} that also falsifies c′ = c∪ {x}.
Hence τ ${x = 0} is a certificate for non-decomposability. For the converse,
assume that there are local assignments τ1 and τ2 such that τ1 is a solution
for SU and τ2 is a solution for S{x}, while τ1 $ τ2 does not satisfy S. Then,
clearly τ1 satisfies C, but cannot satisfy c. Hence, τ1 is a certificate for
showing that C does not imply c. !

Note that this proof shows that this problem is already co-NP-complete
for the simplest possible distributed case where a partition contains only 2
blocks.

Remark 1 It is well-known that for general constraint systems finding a
solution is NP-hard [3]. We therefore might ask whether having additional
information about a satisfying assignment would help us in solving the de-
composition problem. This turns out not be the case:

Proposition 3 Let S = (X, D, C) be a consistent constraint system, let
{Xi}n

i=1 a partitioning for X and σ ∈ Sol(S) a satisfying assignment. Then
the problem to decide whether S is concurrently decomposable is co-NP com-
plete.
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Proof. Take a formula φ(x1, x2, . . . xn) over some alphabet X = {x1, x2, . . . , xn}.
Without loss of generality we may assume that n > 1. Consider the con-
straint system S = (X ∪{y}, D, C) where C = {φ(x1, x2, . . . xn)∨y, y∨¬y},
D is a set of {0, 1} domains and the partitioning of X is X = {{xi}n

i=1, {y}}.
Let σ be an arbitrary assignment where y = 1. S is consistent and is con-
currently decomposable exactly iff φ(x1, x2, . . . xn) is a tautology, the latter
being a co-NP complete problem. !

It is easy to see that the same proof can be used to show that the availability
of a partial solution that can be extended to a complete solution will not
alleviate the difficulty of the decomposition problem.

Finally, note that if we have given all satisfying truth assignments σ
to the constraint solving problem, the concurrent composability problem
can be seen to be polynomially solvable, but of course, this comes at the
price of an exponential blow-up: we might be forced to take into account
exponentially many assignments.

5 Minimal Change and Concurrent Decomposabil-
ity

As we have seen, the problem whether a distributed constraint problem is
concurrently decomposable is an intractable problem (unless P=NP). But
what happens if we could change a particular instance in such a way that
it would become a yes-instance of the concurrent decomposition problem?
Let us consider an example we discussed before:

Example 3 Take the constraint system S = (X, D, C) where X = {x1, x2}
and is partitioned into X1 = {x1} and X2 = {x2}, and D1 = D2 = N. Let
C = {x1 #= x2} ∪ {ni < xi ≤ mi} for some given numbers n1 + n2 + 5 <
m1 + m2. The system is not concurrently decomposable, but if we add the
constraints ‘x1 is odd’ and ‘x2 is even’ to the set of constraints, joining
individual solutions will always deliver a global solution.

A first obvious restriction on the set of allowable changes of a given
distributed constraint system S = ({Xi}n

i=1, D, C) would be that the set of
solutions of S is preserved: For every resulting system S ′ it must hold that
Sol(S ′) ⊆ Sol(S).

Of course, one would immediately ask whether such allowable changes
are always possible. The following proposition shows that every consistent
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distributed constraint system can be turned into a concurrently decompos-
able one, without violating the solution preservation condition:

Proposition 4 Given a consistent distributed constraint system
S = ({Xi}n

i=1, D, C), there always exists a concurrently decomposable dis-
tributed system S ′ = ({Xi}n

i=1, D, C ′) such that Sol(S ′) ⊆ Sol(S).

Proof. Since S is consistent, there exists a solution s = {xi = di}n
i=1 ∈

Sol(S). We show that the system S ′ = ({Xi}n
i=1, D, C ∪ s) is concurrently

decomposable and satisfies the solution preservation condition. For an arbi-
trary i, take the subsystem S ′

i = (Xi, DXi , CXi ∪ {sXi}). By Preservation,
sXi ∈ Sol(S ′

i) and every solution s′ $= sXi will violate at least one constraint
xj = dj occurring in sXi . Hence, for every Xi ∈ {Xi}n

i=1, Sol(S ′
i) = {sXi}.

Likewise, we have Sol(S ′) = {s}. Therefore, S ′ is concurrently decompos-
able and Sol(S ′) ⊆ Sol(S). !

Such solutions, however, are not always wanted, since they add quite a
lot of additional constraints and seriously affect the set of solutions of the
original system. In general, instead of adding an arbitrary set of constraints,
we would like to apply the idea of minimal change: how could we minimally
change the original system such that it becomes concurrently decomposable.

Applying this idea of minimal change, we could follow two different ap-
proaches:

1. maximize the set of solutions Sol(S ′) such that the difference Sol(S)−
Sol(S ′) is minimized;

2. minimize the amount of constraint change necessary to obtain the
resulting system S ′.

We could view the first approach as a semantically inspired approach,
and the second as a syntactical approach. While the latter ensures that the
syntactical difference between the two constraint systems is minimized, the
first approach does not care which syntactical changes have to be applied
but takes care for minimizing the loss of information associated with the
transition to a decomposable system.

Here the bad news is: both the syntactical and the semantical approach
give rise to intractable problems. To start with the latter approach, let
S = ({Xi}n

i=1, D, C) be an instance of the distributed constraint problem.
Following the semantical approach, we would like to obtain a distributed
system S such that
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1. S ′ = ({Xi}n
i=1, D, C ′);

2. Sol(S ′) ⊆ Sol(S) and Sol(S)− Sol(S ′) is minimal

3. S ′ is fully decomposable, i.e., Sol(S ′) = Sol(S ′
1)× . . .× Sol(S ′

n)

This problem, however, can be easily shown to be intractable, even if the set
of solutions to the original system is of polynomial size and can be obtained
in polynomial time:

Proposition 5 Let S = ({Xi}n
i=1, D, C) = (X, D, C) be a distributed con-

straint system. The problem to find a set of decomposed subsystems {S ′
i =

(Xi, Di, C ′
i)}n

i=1 such that (i) Πn
i=1Sol(S ′

i) ⊆ Sol(S) and (ii) Πn
i=1Sol(S ′

i) is
a cardinality maximal subset of Sol(S) is NP-hard.

Proof. (Sketch) We use a reduction from the Max-Clique problem. Let
G = (V,E) be an instance of the Max-Clique problem. We create an in-
stance of concurrent decomposition problem as follows: Let S = ({Xi}n

i=1, D, C)
be a distributed constraint system where X = {x1, x2} partitioned as X =
{x1} ∪ {x2} with domains D1 = D2 = V and let C contain the con-
straint r(x1, x2) = (x1 = x2) ∨ ({x1, x2} ∈ E). Finding two subsystems
S1 = ({x1}, V, C1) and S2 = ({x2}, V, C2) such that x1 ∈ C1, x2 ∈ C2 would
imply r(x1, x2). Note that C1 and C2 are unary relations defining subsets of
V and maximizing C1 × C2 under the constraint C1 × C2 ⊆ r comes down
to finding a maximal clique in G. !

Taking the syntactical approach, let us define a distributed constraint
system S = ({Xi}n

i=1, D, C) to be k-decomposable if a partial assignment
to k variables already suffices to decompose S in independently solvable
subsystems. Here, we assume that after adding the k assignments to the
variables, the original system of constraints is simplified by taking these
assignments into account, i.e. replacing the variables by their values.

Note that a 0-decomposable distributed constraint system is just a con-
currently decomposable system. Also note that a consistent distributed
constraint system is always n-decomposable: just use a solution s ∈ Sol(S)
and add s to the set of constraints C.

The general problem to decide whether or not a system is k-decomposable
for some k ≥ 0 turns out to be harder than just checking whether the system
is concurrently decomposable:

Proposition 6 Let S = (X,D, C) be a constraint system, {Xi}n
i=1 a parti-

tioning of X and k a positive integer. The problem to decide whether S is
k-decomposable is Σp

2-complete.
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Proof. To show that the problem is in Σp
2, given a constraint system S and

a partitioning {Xi}n
i=1 for X, guess a partial solution σ for k-variables in

X and add the constraints x = σ(x) for all x ∈ dom(σ) to C. Then, use a
co-NP-oracle to check 0-decomposability of the resulting constraint problem
S ′.

To show that the problem is Σp
2-hard, we take the Σp

2-complete Succinct
Set Cover problem [9]: Given a collection T = {φ1, φ2, . . . ,φm} of 3-DNF
formulae on a set Σ of variables and a positive integer k, is there a subset T ′

of T with |T ′| = k such that "
∨

φ∈T ′ φ ? The reduction from this problem
is as follows: Let (Σ, T = {φ1, φ2, . . . ,φm}, k) be an instance of Succinct
Set Cover. Construct a distributed constraint system S = ({Xi}n

i=1, D, C)
where

1. {Xi}n
i=1 = {Σ, {x1, x2, . . . , xm}}, where for j = 1, . . . n, xj #∈ Σ,

2. C contains two constraints Σφi∈T (φ′i + xi) ≥ 1 and Σm
i=1xi = m − k,

where each φ′i is obtained from φi by replacing ∨ by +, and ∧ by +,

3. D a set of {0, 1}-domains for each of the variables occurring in Σ ∪
{x1, . . . xm}.

Suppose there is a subset T ′ ⊆ T of size k such that "
∨

φ∈T ′ φ. Then, for
every φi #∈ T ′, add a constraint xi = 1 to C. Now consider the subsystem
SΣ. Due to the presence of the variables xi, the set of constraints CΣ is
empty. Hence, any assignment s1 to the variables in Σ can be proposed as
a solution s ∈ Sol(SΣ). Each such a solution s1 will satisfy the constraint
Σφi∈T (φ′i + xi) ≥ 1 since "

∨
φ∈T ′ φ, implies that Σφi∈T ′(φ′i + xi) ≥ 1 for

every assignment s1 to variables occurring in T ′ and every assignment to
the variables xi and Σφi∈T−T ′(φ′i + 1) ≥ 1 is also satisfied by every such an
assignment s1.

Considering the subsystem S{x1,x2,...,xm}, we observe that C{x1,x2,...,xm} =
{Σm

i=1xi = m− k}∪ {xi = 1 : φi ∈ T − T ′}. Since |T − T ′| = m− k, exactly
one assignment will satisfy these constraints: the assignment s2 that assigns
0 to all variables xi such that φi ∈ T ′ and 1 to all variables xi such that
φi #∈ T ′. Hence, every combination s1 * s2 will satisfy C.

The converse is proven along the same lines. !

Note that the proof of this proposition again show that Σp
2-completeness

already holds for the simplest distributed case where we have a partition
into two blocks.
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6 Discussion

As announced in the beginning, this is an incomplete first draft of a pa-
per investigating the problem of concurrent decomposability in distributed
constraint problems. There still remains quite a lot to investigate. Let us
mention a few problems that definitely have to be addressed. First of all, we
have to investigate whether some of the complexity results obtained in the
general case still do hold if we restrict the class of allowable constraints. For
example, what are the most simple distributed constraint systems where
decomposition is tractable? What are the distinguishing features of such
classes? Next, we have to investigate what happens if in the case of min-
imal change we do not constrain the objects that can be added to partial
assignments i.e., unary constraints, but also allow refinements of general
constraints to be added. How does this influence the complexity of the
k-decomposability and other syntactical notions of minimal change? For
example, it can be shown that Simple Temporal Networks are minimally
decomposable in polynomial time [7], if we are allowed to refine a certain
subset of constraints and look at minimal refinements as a criterion for min-
imal change. Finally, we should concentrate on the construction of suitable
heuristics that should provide additional constraints in order to make a given
distributed constraint system decomposable.

Quite a lot of problems, but hopefully we also have quite a lot of time
after Wiebe’s fest!

References

[1] Catriel Beeri, Ronald Fagin, David Maier, and Mihalis Yannakakis.
On the desirability of acyclic database schemes. Journal of the ACM,
30(3):479–513, 1983.

[2] David A. Cohen, Marc Gyssens, and Peter Jeavons. A unifying theory
of structural decompostions for the constraint satisfaction problems. In
Complexity of Constraints. Dagstuhl Seminar Proceedings 06401, 2006.

[3] R. Dechter. Constraint Processing. Morgan Kaufmann Publishers, 2003.

[4] Rina Dechter and Judea Pearl. Tree clustering for constraint networks.
Artif. Intell., 38(3):353–366, 1989.

14



[5] Georg Gottlob, Nicola Leone, and Francesco Scarcello. A comparison of
structural csp decomposition methods. Artificial Intelligence, 124:2000,
1999.

[6] Chih-Wei Hsu, Benjamin W. Wah, Ruoyun Huang, and Yixin Chen.
Constraint partitioning for solving planning problems with trajectory
constraints and goal preferences. In IJCAI, pages 1924–1929, 2007.

[7] Luke Hunsberger. Algorithms for a temporal decoupling problem in
multi-agent planning. In In Proceedings of the Eighteenth National
Conference on Artificial Intelligence (AAAI-2002, 2002.

[8] Wady Naanaa. A domain decomposition algorithm for constraint sat-
isfaction. J. Exp. Algorithmics, 13:1.13–1.23, 2009.

[9] Marcus Schaefer and Christopher Umans. Completeness in the
polynomial-time hierarchy: A compendium. SIGACT News, 33(3):32–
49, September 2002.

[10] Benjamin W. Wah and Yixin Chen. Constraint partitioning in penalty
formulations for solving temporal planning problems. Artificial Intelli-
gence, 170(3):187–231, March 2006.

15



Expectations of Agents

Koen V. Hindriks
Delft University of Technology, Delft, The Netherlands

k.v.hindriks@tudelft.nl

February 21, 2009

Abstract

Expectations, among other things, are beliefs about the future. Expectations play
a role in decision making and may influence the choice of action of an agent.
Expectations may facilitate an agent’s decision-making as it may make it easier
to select an action to perform next. Vice versa, expectations may depend again
on actions that the agent needs to perform itself in order to make these expecta-
tions come true. Expectations thus should not lead an agent to conclude it does
not have to perform the actions required to make expectations come true. In Ar-
tificial Intelligence, the latter problem has been labelled the Little Nel problem.
Expectations may also make an action seem less attractive, and make an agent
reconsider performing the action. In this paper, we propose a model of how to
balance these different roles of expectations in decision making. We present a
formal model of action selection in the agent programming language GOAL as a
formal idealized model of how expectations may be operative in an agent’s deci-
sion making. We only treat the simple case where a single agent is the sole factor
of change in the environment.

1 Introduction

Expectations, among other things, are beliefs about the future. Wiebe may not have
foreseen that a workshop was being organized for his 50th birthday and therefore will
have had quite different expectations related to March 16th 2009.

There has not been paid a lot of attention to the role of expectations in decision
making within the agent community. Some work on expectations aiming to describe
the ”cognitive anatomy” of expectations has been reported in [1, 9], but this work has
not focussed on the role of expectations in decision making in particular.

Wiebe, together with Wojciech and Mike, introduced a notion of weak belief in
[13] that seems closely related to the concept of expectation. ”Weak” belief is based on
the actions an agent intends to perform and is optimistic in the sense that it assumes that
the agents intentions are bound to succeed. As a result, an agent may believe that the
(necessary) effects of all its intended actions will eventually occur. Correspondingly,
in [13] an axiom of the form Iχ → WBχ is introduced that expresses that intention
to realize χ implies a weak belief in χ for linear temporal formulae χ. The axiom is
to represent a very important feature of agents, namely, that the future is under control
of the agent. In contrast, the notion of ”strong” belief is pessimistic and only gives
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rise to beliefs about the future that are independent from actions the agent would have
to successfully perform. Strong belief thus is a stronger notion than weak belief and
implies it. Although the notion of weak belief seems related to that of expectation, the
latter notion is not discussed in [13].

We believe the distinction between two different forms of belief is interesting and
useful, and we will use a similar strategy that distinguishes between two types of be-
liefs about the future. The first type of beliefs are those that are considered to be
inevitable by the agent given the information available to it. These beliefs about the
future concern properties of the world that the agent believes are not within its control,
i.e. independent of any action it may perform. Here we will not be particularly con-
cerned with how an agent comes to believe that certain things are inevitable, nor how
an agent may justify having such beliefs.1 Such beliefs about the future that are con-
sidered to be independent of an agent’s own actions are simply called beliefs here, and
relate to the notion of ”strong” belief introduced in [13]. The second type of beliefs
about the future are dependent on the agent’s own actions and are called expectations
here. It should be noted that the notion of expectation discussed here thus is more
restrictive than the common sense concept of expectation. We focus in particular on
the notion of expectation that depends on the successful performance of actions by the
agent that has the expectation.

The paper is organized as follows. Section 2 discusses the role of expectations in
decision making informally by means of a simple example. We will present a model
of expectations in the context of the agent programming language GOAL. GOAL is an
languages for programming rational agents, which derive their choice of action from
their beliefs and goals. As it is natural to consider the role of expectations in the choice
of action that an agent makes, introducing the concept of expectation into an agent
programming language seems a useful extension in itself. Moreover, GOAL provides
a formal semantic framework and by extending it we thus are able to provide a formal
model of expectations. Section 3 presents a model of expectations as an extension of
the GOAL programming framework. Finally, Section 4 concludes the paper.

2 The Role of Expectations in Decision Making

Here we informally discuss the role of expectations in decision making by means of a
simple example.

Suppose an agent believes it will rain today and has a(n achievement) goal to be at
work. Also suppose that the agent’s only means to get to work is a bicycle. Initially,
the agent does not expect to get wet. Only after deciding to go to work by bicycling the
agent will expect to get wet and form the corresponding belief. As a result, because
the agent will only consider bicycling to be an option if the agent will not get wet,
the choice to bicylce will be reconsidered. Given the expectation to get wet, however,
the agent may decide to wear an umbrella which will prevent the agent from getting

1See [7] for one approach. Moreover, beliefs about the future need not be believed to be inevitable,
e.g. an agent may believe that it is likely that tomorrow will be a sunny day. To simplify matters, we do
not consider notions related to the plausibility or probability of an event happening in the future. In this
paper, an agent may be wrong and have beliefs about the future that do not correspond with the way the
world will turn out to be.
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wet in the first place. This decision, in turn, will result in removing the expectation
to get wet; moreover, the agent may add the expectation that it will not get wet. As a
consequence, the agent may now reconsider going to work by bicycling again.

Using the action rules available in the GOAL programming language, this informal
example may be modelled by the following rules:

if A-Goal(at(work)) ∧ ¬B(!wet) then do(bicycle).
if B(!wet) ∨B("¬wet) then do(wearUmbrella).

Initially, the first rule will fire and the agent will select the action bicycle. However,
after computing expectations given this choice the agent believes that it will get wet.
It will reconsider the choice to bicycle (the first rule does not fire anymore because
of the second conjunct in the condition) and will decide to wear an umbrella, given
the second rule. Upon recomputing expectations given the choice to wear an umbrella
the agent will expect it to not get wet. As the second disjunct of the second rule
represents this expectation, the rule will fire also given the presence of this expectation.
Therefore, the choice to wear an umbrella is stable (the choice is not reconsidered
given the new expectation) as are the expectations the agent has. As a consequence,
moreover, the choice to bicycle is available again because the agent does not expect
to get wet anymore. As bicycling while wearing an umbrella will not result in an
expectation to get wet, the end result of performing the action wearUmbrella and
thereafter performing the action bicycle is stable and will not be reconsidered by the
agent again.2

As the example illustrates, expectations may lead an agent to reconsider its choices
and may result in a decision to not perform an action that the agent initally committed
to perform. Expectations play a role in maintaining the rational balance between be-
liefs, goals and action choices. It is only rational for an agent to stick to its decision
to perform an action if the expectations the agent has about the effect of performing
the action will be met. Reconsidering the performance of an action may introduce yet
again new expectations that may also lead an agent to choose to perform other actions.
The choose to perform these actions may result in changes to the agent’s expectations
again, however, simply because the world will look different when other actions are
performed. Only when a stable state is reached in this process of decision making,
reconsideration and updating of expectations an agent may be said to have reached a
(final) decision to perform an action. The main issue therefore that we will consider
in the remainder is how we can formally model this balance of updating of expecta-
tions and decision making, which both involves projecting the future, and how we can
compute a stable state (if it exists).

2The subtlety here resides in the fact that we added the disjunct B(!¬wet) to the second rule to
avoid Little Nel like problems where the choice to perform an action is dropped again as the reason for
selecting the action is no longer operative, as in this case the agent will no longer expect to get wet. The
basic idea to avoid the Little Nel problem is to add the expected result of an action as a condition to the
action rule that is required to choose the action. The fixed-point semantics introduced below then will
automatically yield the desired result obtained by the stepwise reasoning in the text.
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3 Formal Model of Expectations in GOAL

The reasons for choosing GOAL to formally model expectations are twofold. First,
GOAL provides a programming framework with a rule-based decision mechanism. We
need a decision-making mechanism to model the formation of expectations based on
the performance of own actions and the possible reconsideration of the choice of action
based on such expectations again. Second, GOAL agents derive their choice of action
from their beliefs and goals. In [7], we showed how to incorporate temporal formulae
in the belief and goal bases of GOAL agents. We can build on this work and extend the
semantics of [7] with expectations.

Section 3.1 presents the GOAL programming framework where temporal formulae
are allowed in agent’s belief and goal bases as in [7]. The main difference with [7] is
that we do not account for the bounded rationality of agents in this paper which moti-
vated the work of [7]; we are also not concerned here with the origin of beliefs about
the future and whether such beliefs are justified. Instead we focus here on introduc-
ing a model for the role of expectations in decision making. Section 3.2 extends this
framework and introduces a formal model of expectations and their role in decision
making.

3.1 Temporal GOAL

GOAL agents maintain a mental state of declarative beliefs and goals and derive their
choice of action from their beliefs and goals. A GOAL agent program defines the initial
beliefs and goals of an agent, specifies the preconditions and effects of the actions
available to the agent, and contains a set of action rules to select actions for execution
at runtime. Action rules define a strategy or policy of the agent for acting. The beliefs
and goals of an agent are dynamic and change over time. The action specifications and
action rules are static.

Here we use linear temporal logic (LTL) to represent beliefs and goals of agents,
as in [6, 7]. One advantage of using temporal logic is that it facilitates establishing a
connection between the agent programming language GOAL and agent logics, as done
in [6], which in turn paves the way for verification of agent programs. Obviously, the
use of temporal logic increases the expressive power compared to a framework that
only allows Boolean operators as in [3]. In particular, it allows to express expectations,
i.e. beliefs about the future. A base language L0 of classical propositional formulae
over a set of atoms At, with typical element φ, is assumed that includes !,⊥ ∈ L0,
denoting respectively the true and false sentence.

Definition 3.1 (Linear Temporal Logic)
The language of linear temporal logic LLTL, with typical element χ, is defined by:

φ ::= any element from L0

χ ::= φ | ¬χ | χ ∧ χ |©χ | χ until χ

The eventuality operator !χ is introduced as an abbreviation for ! until χ and
its dual "χ is defined as ¬!¬χ. We will also use χ before χ′, which is defined as
¬(¬χ until χ′).
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The semantics of LTL formulae is defined as usual on traces. It will be convenient
here to define a trace as an infinite sequence of states instead of valuations. A state
state simply is a subset of objective formulae L0. An objective formula φ then is
evaluated on a trace by evaluating φ on the corresponding state, i.e. if t is a trace then
φ is satisfied on t in state i, denoted by t, i |=LTL φ, iff ti |= φ where ti denotes the
ith state in trace t. Temporal operators are evaluated as usual. For example, ©χ is
satisfied on t in state i, i.e. t, i |=LTL ©χ, iff t, i+1 |=LTL χ. See, e.g., [4] for further
details.

Rational agents need to maintain a rational balance among their beliefs and goals
[2]. That is, the beliefs and goals of a rational agent need to be reasonable and ide-
ally are justified in some way. Allowing temporal formulae as beliefs and goals raises
particular issues related to maintaining such a balance. In particular, arguing that im-
posing particular constraints on the relation between beliefs and goals is reasonable,
is much harder in a temporal setting and has been the subject of much debate. In this
paper, we follow the approach proposed in [2] when it comes to defining rationality
constraints on beliefs and goals and their relation. That is, we provide primitives for
the representation of an agent’s beliefs and goals, imposing only a few basic constraints
at this level on the relation between beliefs and goals. Using these primitives, other
variants of these mental attitudes can be defined that can be used for rational action
selection.

Mental State A GOAL agent maintains a mental state that consists of a belief base,
typically denoted by Σ, and a goal base, typically denoted by Γ, which represent the
agent’s current beliefs and goals. Here we assume Σ ⊆ LTL and Γ ⊆ LTL, and
require both the belief base and goal base each to be consistent. Following [2], we
maintain that a rational agent should not want to change the inevitable. This is called
realism in [2]. Informally, things that the agent believes will happen inevitably are
represented by an agent’s beliefs about the future, whereas a goal expresses something
that an agent wants to achieve at some moment in time in the future. That is, the goals
of an agent should determine a condition that is more specific than what is believed to
be inevitable; since the more specific entails the less specific, an agent’s goals should
entail its beliefs. Goals are thus more specific than beliefs, in the sense that they add
desired properties that can be influenced or controlled by the agent to the inevitable
beliefs.

The following definition formally defines mental states and the accompanying ra-
tionality constraints.

Definition 3.2 (Mental States)
A mental state of a GOAL agent, typically denoted by m, is a pair 〈Σ,Γ〉 with Σ ⊆
LLTL the belief base, and Γ ⊆ LLTL the goal base. Additionally, mental states need
to satisfy the following rationality constraints:

(i) The belief base is consistent: Σ %|=LTL ⊥,
(ii) The goal base is consistent: Γ %|=LTL ⊥,

(iii) Goals refine (inevitable) beliefs: Γ |=LTL Σ.

Note that it follows from this definition that the belief base and goal base are also mu-
tually consistent, i.e., Σ ∪ Γ %|= ⊥, which means that the agent cannot have something
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as a goal that is never realizable according to its beliefs.
It should be noted that the beliefs in the belief base Σ of an agent are those beliefs

about the future that are independent of the performance of actions by that agent. In
the terminology of [13], these beliefs are ”strong” beliefs. An example is the belief
B(!raining) that it will be raining, no matter what the agent will do. In this sense,
the belief !raining is inevitable as the agent has no control over the atom raining.
In Section 3.2 another semantic component will be added to represent the expectations
of agents.

As, intuitively, the future beliefs of an agent represent all the possible futures that
an agent considers conceivable, it seems also reasonable to require the stronger Γ |= Σ,
given that a goal base is consistent. This constraint expresses that the agent’s goals
should aim at realizing a subset of the timelines considered conceivable by the agent.3

Another motivation for introducing the constraint Γ |= Σ relates to the interac-
tion of disjunctive goals and beliefs. For example, a rational agent may be expected
to derive the goal "p from a goal "p ∨ "q and the belief that !¬q. This follows
immediately given the constraint.

Even though the “goals” in an agent’s goal base deviate from the common sense
notion of a goal in that they entail the inevitable, it should be noted that the concept
of goal used here is a primitive notion and concepts more closely related to intuition
can be defined (see below). It is off course true that an agent should not invest any
of its own time and resources into goals that have been or will be achieved no matter
what the agent will do, but we will be able to express such a constraint using the belief
operator B introduced below by means of ¬Bϕ.

Moreover, even though it seems reasonable to also require that (*) ∀χ ∈ LTL :
Σ |=LTL χ ⇒ Γ %|=LTL χ, i.e. an agent does not have goals that it believes are
inevitable, we argue that this requirement would be too strong. The reason is that this
constraint prohibits an agent to believe that part of one of its goal has been realized.
For example, consider the goal p∧ q before r; as it may be reasonable for an agent to
first achieve p and thereafter q, in such a scenario it would be expected that the agent
comes to believe p before r before it achieves p ∧ q before r. Since we have that
p∧ q before r implies p before r, however, by constraint (*) the agent would not be
allowed to believe p before r, or would be required to update its goal p∧ q before r
to q before r somehow. Intuitively, the latter is not what is desired since what is
intended here is that the agent aims to achieve p ∧ q simultaneously before r. As it is
important in the agent’s decision-making to be able to take into account (i.e. believe)
that part of its goal has been achieved in order to focus its attention on what is left to
be done, we conclude (*) is not a desirable property of a rational agent.

Mental State Conditions A GOAL agent needs the means to inspect its beliefs and
goals in order to derive its choice of action from these. To do so, so-called mental state
conditions are introduced to reason about the agent’s beliefs and goals. The language
Lm of mental state conditions extends LLTL with a belief B and (primitive) goal G

3We would like to note that there is a direct correspondence between the constraint Γ |= Σ and the
constraint G ⊆ B introduced in [2] with G and B modal accessibility relations respectively modeling
goals and beliefs (see also [5]). Moreover, our notion of goal as defined here is a primitive notion similar
to the GOAL operator in [2]. That is, it introduces a basic motivational operator that facilitates the
definition of notions of goals that are more closely related to common sense notions of goals.
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operator, which can be used to express conditions on the mental state of an agent. That
is, the set of mental state conditions consists of Boolean combinations of mental atoms
of the form Bχ and Gχ with χ ∈ LLTL.

Definition 3.3 (Mental State Conditions: Syntax)
The language Lm, with typical element ψ, of mental state conditions is defined by:

χ ::= any element in LLTL

ψ ::= Bχ | Gχ | ¬ψ | ψ ∧ ψ

Note that it is not allowed to nest the operators B and G, nor to use temporal op-
erators outside the scope of these operators. The semantics of mental state conditions
is defined with respect to mental states.

Definition 3.4 (Mental State Conditions: Semantics)
Let 〈Σ,Γ〉 be a mental state. The semantics of mental state conditions is defined by:

〈Σ,Γ〉 |=m Bχ iff Σ |=LTL χ,
〈Σ,Γ〉 |=m Gχ iff Γ |=LTL χ,
〈Σ,Γ〉 |=m ¬ψ iff 〈Σ,Γ〉 %|=m ψ,
〈Σ,Γ〉 |=m ψ ∧ ψ′ iff 〈Σ,Γ〉 |=m ψ and 〈Σ,Γ〉 |=m ψ′.

Using the belief and primitive goal modalities B and G it is possible to define
several common sense notions of goals. First, we define an operator Goalχ by Gχ ∧
¬Bχ, i.e., Goalχ holds if χ follows from the agent’s goal base, and is not believed to
occur inevitably. The operator Goalχ corresponds more closely to the intuitive notion
of a goal as being something that the agent should put effort into bringing about. Using
this operator, we can make several additional classifications of types of goals that an
agent may be said to have. For example, χ is said to be an achievement goal whenever
Goal!χ, and we write A-Goalχ.4 Similarly, maintenance goals may be defined as
Goal"χ.

Note that if an agent has an achievement goal A-Goalχ and believes that χ al-
ways implies χ′, i.e. B"(χ → χ′), although we have G!χ′, it does not follow that
A-Goalχ′ since the agent may for instance believe that χ′. Achievement goals are
particular instances of deadline goals of the form Goal(χ1 before χ2) with χ2 = ⊥.
An agent is said to have a bounded maintenance goal when Goal(χ1 until χ2) holds.

We list some of the properties of these operators, see also [7].
4A-Goalχ thus is defined as G!χ∧¬B!χ. We agree with [5] that it is more natural to have ¬Bχ

than B¬χ as second conjunct, but differ in that we believe this condition should be weakened to ¬B!χ
to exclude the possibility that the agent believes χ inevitably will occur. We agree with [2] that it should
be allowed that an achievement goal refers to the agent’s environment and it is more natural to have G!χ
instead of GB!χ in the first conjunct. Finally, it should be noted that the goal operator G used in the
presentation of GOAL in [3] is different from the goal operator G introduced here; the operator G in [3]
is best read as an achievement goal operator, an interpretation formally justified in [6].
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Proposition 3.5 The following formulae are valid on mental states:

1. ¬B⊥ ∧ ¬G⊥
2. B(χ1 → χ2)→ (Bχ1 → Bχ2)
3. Bχ→ Gχ
4. (B(χ1 before χ2) ∧B!χ2)→ B!χ1

5. (G(χ1 before χ2) ∧B!χ2)→ G!χ1

6. Goalχ↔ (Gχ ∧ ¬Bχ ∧ ¬B¬χ)

Item 1 expresses that both beliefs and goals are consistent. Item 2 says that B is a
normal modal operator. Item 3 implies realism (cf. [2]). Item 5 (4 is similar) expresses
the following rationality with respect to goals: if the agent has a goal that χ1 will
happen before χ2, and it indeed believes that χ2 will sometime occur, then it has a
goal that χ1 will sometime occur. Item 6 explains why Goal can be considered to
model goals that the agent is willing to act upon: any χ for which Goalχ holds is in
the agent’s goal base, and not believed to be guaranteed or impossible.

Some other desirable properties follow rather straightforwardly from those above,
e.g., we have that if an agent has a goal, it does not believe that the opposite is in-
evitable, i.e., Gχ→ ¬B¬χ, or, equivalently, B¬χ→ ¬Gχ.

The principle Bχ→ Gχ adopted here was first proposed in [2], where it is called realism.
In [12] the principle Gα → Bα, called strong realism, was proposed, where α is assumed
to express a future possibility. As the latter seems close to the ”converse” of the former, we
believe this has given rise to various misunderstandings. The main issue here seems to center
around the acceptance of beliefs about the inevitable future as goals. The operator GOAL in [2]
does entail such beliefs, which are excluded again in their defined notion of achievement goals
(compare our definition above). [12] ensure their primitive goal operator GOAL does not entail
such beliefs, ensuring in that way that an agent’s goals do not entail things the agent believes
will occur inevitably. In addition, using the machinery of CTL instead of LTL, they require
an agent to explicitly believe in the possibility of realizing a goal α, that is, BEα should hold.
We conclude that, as long as there is no particular interest to have agents explicitly represent
their belief that it is possible to achieve a goal, the differences between [2] and [12] are not so
much conceptual but are more technical in nature. But also see the discussion above about the
constraint Γ |= Σ.

Action Rules and The Semantics of Actions In order to simplify the technical pre-
sentation here, we assume a transition function T that maps an action a and a mental
state m to a new mental state T (a, m) = m′, representing both the preconditions and
effects of action execution. Note that we require action execution to lead to a mental
state again, thus enforcing the agent to maintain the rationality constraints of Defini-
tion 3.2 at all times. We say that an action is enabled in a mental state m, denoted
m |= enabled(a), if we have that T (a, m) is defined.5

From the actions that are enabled in a mental state, a GOAL agent has to make a
choice as to which actions it will actually perform. The basic mechanism available in
GOAL that allows an agent to make this choice, is a rule-based action selection mecha-
nism using so-called action rules. Action rules have the form if ψ then do(a) and are
used to specify that action a may be selected by the agent for execution if mental state

5See [7] for an approach using LTL to specify preconditions and effects of actions, based on [10].
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condition ψ holds; if that is the case we say that action a is applicable. If the precondi-
tions of an applicable action also hold, i.e. the action is enabled, we say that the action
is an option. We introduce a special predicate option(a) and write m |= option(a)
to denote that a is an option. Formally, if if ψ1 then do(a), . . . , if ψn then do(a)
are all the action rules for action a, then we have m |= option(a) iff m |= (ψ1∨ . . .∨
ψn) ∧ enabled(a).

Action rules allow agents to derive their choice of action from their beliefs and
goals in the current mental state. Using these rules, the agent selects an action from the
set of actions that are options in the state. For example, the rule if A-Goal(atWork)∧
¬B(!wet) then do(bicycle) may be used to specify that if the agent has a goal to
be at work and does not believe it will get wet, it can select the action of bicycling.6

The semantics of action selection and execution are formally specified by means
of an operational semantics [11]. A GOAL agent non-deterministically selects a single
action for execution in each state. This is formally defined in the following transition
rule, which describes how an agent moves from one mental state to another.

Definition 3.6 (Action Rule Semantics)
Let m = 〈Σ,Γ〉 be a mental state. The labelled transition relation −→ is the smallest
relation induced by the following transition rule.

m |= option(a)

m
a−→ T (a, m)

The action semantics of GOAL induces a set of possible computations. We define
a computation as a sequence of mental states and actions, such that each mental state
can be obtained from the previous by applying the transition rule of Definition 3.6. As
GOAL agents are non-deterministic, the semantics of a GOAL agent is defined as the
set of possible computations of the GOAL agent, where all computations start in the
initial mental state of the agent.

Definition 3.7 (Meaning of a GOAL Agent)
A computation c is an infinite sequence m0, a0, m1, a1, . . . of mental states mi and
actions ai such that mi

ai−→ mi+1, or for all a: mi '
a−→ and mj = mi for all j > i and

aj = skip for all j ≥ i.
We write cm

i to denote the mental state at point i in c and ca
i to denote the action

performed at point i in c. The meaningMAgt of a GOAL agent named Agt with initial
mental state m0 is the set of all computations starting in that state.

The purpose of the rule-based action selection mechanism is to allow the agent
programmer to provide the agent with a means to choose actions for execution from an
available set of executable actions. That is, rather than leaving it completely up to the
agent to choose which actions to execute, the rules can be used to reduce the options
an agent has, i.e., the rules specify when it may make sense to execute an action.

6In our example, the belief to get wet is an expectation derived from the actions chosen by the agent.
Syntactically, however, we will not make a distinction between beliefs about the future that are inde-
pendent from the agent’s own action or not. That is, throughout we simply write B(χ) for both types
of beliefs χ. In Section 3.2 a semantics will be introduced for expectations which will be added to the
mental state of an agent.
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3.2 Expectations

The idea is to add expectations given the action choices of an agent and then using
these expectations to reconsider the choices again until a stable state is reached. Both
expectations as action choices need to be stable in this final state. That is, the expecta-
tions in that state should not give reason to reconsider the action choices in that state
nor should the action choices provide reason to revise the expectations the agent has
in that state. It thus is natural to define a semantics of expectations as a fixed-point
construction, starting with the ”strong” beliefs as a basis. The beliefs in the belief base
Σ are used to bootstrap the process.

Expectations are derived from action choices. The meaning of a GOAL agent, the
set of computations MAgt, is used as a starting point here. Technically, the expecta-
tions of an agent at a time point i in a computation c may be computed using the pos-
sible continuations of the initial computation up to point i. The possible continuations
of a computation c from time point i on is denoted by cont(c, i). These continuations
depend only on the mental state at point i in c, as GOAL is a state-based formalism;
we therefore also say that cont(c, i) denotes the continuations of mental state cm

i and
also write cont(m) where m is a mental state. The function cont(c, i) is defined by:

cont(c, i) ::= {c′ | c′ is a computation starting in mental state cm
i }

As expectations depend on actions choosen, and vice versa, both need to be fixed
simultaneously in order to reach a stable state in a decision process that takes expecta-
tions into account. It therefore is useful to introduce a function cont(c, i, A) where A
is a set of actions. We will also use cont(m, A) below for the same reasons mentioned
above. cont(c, i, A) is defined as:

cont(c, i, A) ::= {c′ | c′ is a computation starting in mental state cm
i with c′a

0 ∈ A}

In order to compute expectations, i.e. beliefs induced by performing actions chosen
by the agent, we need to be able to derive which LTL formulae would be believed by
the agent given that these actions are performed. We need to derive expectations from
a computation, but this is not exactly what we need. We cannot simply evaluate LTL
formulae on GOAL computations. We therefore extract LTL traces from computations
that may be used to this end.

Definition 3.8 (Mapping Computations to LTL Traces)
Let c be a computation m0, a0, m1, a1, . . . where mi = 〈Σi,Γi〉. The trace derived
from c, denoted trace(c), is a sequence s0, s1, . . . where si = {φ ∈ L0 | Σi |= φ}.
The function trace is lifted to sets of computations in the obvious way.

The traces resulting from the application of trace to computations are LTL traces,
where each state statei consists of the set of objective formulae that represent the cur-
rent state of affairs. The idea is to derive the expectations that an agent has in a mental
state from the LTL traces obtained by applying trace to the continuations of that men-
tal state. The set of expectations E(m) that an agent has given a mental state m can
then be defined by:

E(m) ::= {χ ∈ LLTL | ∀t ∈ trace(cont(m)) : t, 0 |= χ}

10



The next step is to add these expectations to the beliefs in the mental state again.
Adding the expectations to the mental state will allow the agent to reconsider action
choices it has made based upon the contents of the mental state without these ex-
pectations. That is, in the bicycling example, after adding the expectation that the
agent will get wet, the agent may reconsider choosing the action of bicycling and se-
lect an alternative action, e.g. to wear an umbrella, instead. The idea is to update
a mental state m = 〈Σ,Γ〉 simply by adding E(m) to the belief base Σ, i.e. we
get mE = 〈Σ ∪ E(m),Γ ∪ E(m)〉.7 We introduce a function expect that updates
a mental state m = 〈Σ,Γ〉 with the expectations induced by that mental state, i.e.
expect(〈Σ,Γ〉) = 〈Σ ∪ E(m),Γ ∪ E(m)〉.

This new mental state, obtained by adding expectations, then may be used to re-
consider choices of actions, i.e. mE = expect(m) is used to recompute the actions the
agent will perform. It is obvious that any changes to the choice of action may change
the expectations again, and we cannot simply stop the decision and expectation pro-
cess after a single step but need to continue this process until a stable state will be
reached. That is, we need to compute expectn+1(m) = expect(expectn(m)), where
expect1(m) = expect(m), until expectn+1(m) = expectn(m) for some n. Such a
stable state does not have to exist, but if it does, it is reached after a finite number of
steps n. We therefore introduce a fixed point operator F to formalize this process, i.e.
we define:

F (m) ::=






expectn+1(m) for the least n > 0 s.t. expectn+1(m) = expectn,
if such an n exists,

undefined otherwise.

Note that without the existence of an ”expectation fixed point”, i.e. the case that
F (m) is undefined for mental state m, an agent will not reach a stable state where
decisions and expectations are fixed, and no decision is reached at all.8

Using the operator F , we can extend the reconsideration process using expecta-
tions from mental states to compute complete computations that take expectations into
account. The idea is simply to first compute a fixed point for the initial mental state,
given this fixed point compute a fixed point for the second state, and repeat this process
for later points.

That is, given an initial mental state m0 of an agent, we want to obtain computa-
tions that take expectations into account. To this end, we introduce an operator G and

7Note that we also add the expectations to the goal base in order to obtain a mental state again, i.e.
to ensure that the rationality constraint ΓE |= ΣE of Definition 3.2 is satisfied in the state mE , which is
trivially satisfied by taking ΓE = Γ ∪ E(m) and ΣE = Σ ∪ E(m) (as we already must have Γ |= Σ).
Note that by adding expectations in this way we do not introduce new achievement goals χ, as such goals
require that the agent does not believe χ. We should also make sure that adding expectations do not make
the belief or goal base inconsistent; we simplify and do not provide a detailed account here, but stipulate
that if inconsistency results expect(m) is undefined.

8It may be beneficial to alternatively set F (m) = m if no fixed point exists, although this is not
completely clear. In that case, a decision mechanism is needed to establish the non-existence of a fixed
point.
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use it to produce computations c as follows:9

G(m) ::= {F (m), a, c | F (m) a−→ m′, c ∈ G(m′)} ∪
{F (m), skip, F (m), skip, . . . | F (m) % a−→}

The meaning of a GOAL agent with initial state m0 that takes expectations into
account in its action selection or decision making process may now be defined as
G(m0), if a least fixed point exists, and as undefined otherwise.

;;
1 main example
2 {
3 :beliefs{
4 !(raining).
5 ¬ umbrella.
6 at(home).
7 at(home) → ¬ at(work). at(work) → ¬ at(home).
8 distance(work, 20).
9 outside ∧ raining ∧ ¬ umbrella → wet.

10 umbrella ∨ at(home) ∨ at(work) → ¬ wet.
11 }
12 :goals{
13 "(at(work)).
14 ...
15 }
16 :program{
17 if A-Goal(at(work)) ∧ ¬B("(wet)) then do(bicycle).
18 if B("(wet)) ∨B(!(¬ wet)) then do(wearUmbrella).
19 }
20 :action-spec{
21 bicycle {
22 :pre{ distance(work, X), X > 0 }
23 :post{ outside, ¬ distance(work, X) ∧ distance(work, X − 1) }
24 bicycle {
25 :pre{ distance(work, 0) }
26 :post{ ¬ outside ∧ at(work) }
27 wearUmbrella {
28 :pre{ ¬ umbrella }
29 :post{ umbrella }
30 }
31 }
32 }

Table 1: GOAL Agent Program Example

Remark 3.1 The semantics of expectations and their role in decision making defined here
may provide a setup that is a simplification of what is actually needed. The point is that
the semantics now fixes the initial action first and assumes this action will never need to be
reconsidered again based upon reconsiderations of choices to perform actions at a later time,
but we do not discuss such complications here any further.

Table 1 is a GOAL program that implements the example discussed in Section 2 in
more detail. The dots ... in the goal base indicate the missing formulae needed to en-
sure the initial mental state satisifies the constraint Γ |=LTL Σ, where Γ represents the
content of the initial goal base and Σ represents the content of the initial belief base.

9G(m) is the least fixed point.
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We have taken the liberty to use some variables here to be able to concisely represent
the agent program. The action bicycle is specified twice in the action specification sec-
tion to represent the different effects of performing the action given different distances
to work.

It is not difficult to verify that in the initial mental state m0 of the example agent
the only option is to perform bicycle, until the distance to work is 0; in the latter
case, the agent has achieved its goal to be at work and A-Goal(at(work)) will no
longer be true. The bicycling action also inserts outside into the belief base of the
agent.10 Using the semantics for expectations introduced above, we then are able to
derive the expectation that the agent will get wet sometime, assuming that !(raining)
will progress to the next state as !(raining) (cf. [7]). That is, we have E(m0) |=
"(wet) since we have outside ∧ !(raining) ∧ ¬umbrella in the next state. Using
the expect function, we then obtain that a mental state where "(wet) is believed. This
expectation leads the agent to reconsider the action bicycle. It is easy to see that the
action bicycle is no longer an option in this state, as the corresponding action rule
requires ¬B("(wet)). Instead, the action wearUmbrella now becomes an option.
As a result, umbrella is added to the mental state which implies ¬wet in future states
(as umbrella is assumed to persist). Using the function E again, we can compute a
new expectation that !¬wet. This state is stable as the action wearUmbrella does
not need to be reconsidered again. In subsequent states, the agent then can perform
bicycle to arrive at work.

4 Conclusion

The formal model of expectations introduced here provides a model that is able to
reproduce the natural interplay between expectations and action choices. That is, our
model explains the role of expectations in decision making, as illustrated by the simple
example presented in Section 2.

Various extensions of the work presented remain future work. In particular, it will
be interesting to investigate the combination of the action theory integrated into GOAL
in [7] with the model of expectations introduced here. The semantics for expectations
is an extension of the semantics for GOAL. However, this does not mean the semantics
proposed is computational. More work is needed to investigate its computational prop-
erties. Other extensions that seem interesting involve introducing notions of likelihood
or probability into the model.

I would like to conclude with some more personal remarks. As a PhD in Utrecht,
I have very much enjoyed working with Wiebe. Wiebe has an eye for detail that has
always struck me and that, to my advantage, has helped improve my PhD work. After I
returned to Academia, Wiebe had moved to Liverpool but I am very glad we managed
to join forces again after some time. This work would not have been written without
various interesting discussions with Wiebe, and I expect to have many more fruitful
discussions with Wiebe in the future. Congratulations with your 50th birthday!

10We assume such basic facts are persistent, i.e. a fact φ will only be removed when an action is
performed with a postcondition ¬φ, i.e. we assume a STRIPS-style semantics of actions here, see [8]).
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