Vertex Cover

The vertex covet/ has cardinality2 r(G) (an optimal cover is shown
on the left). Hencek(G,U) = 3/2. How close to the optimum can
we get?

Vertex Cover is an example of a problem for which we can attain
some bounded approximation ratio, but this ratio cannotusted
too close to one.

Simplest Greedy

A natural heuristic for VC is a greedy algorithm which re ety
picks an edge that has not yet been covered, and places dse of i
end-points in the current covering set.

GREEDY1 (G)
C—10
while £ # 0
Pick any edge € E and choose an end-pointof e
C — CU{v}
E—FE\{ecE:vee}
return C'

In the following slides we will present several approxiroati
algorithms for the VC problem.

We will be considering “nearly” four algorithms each of whiis
based on a distinct idea.

One reason for this overly extensive coverage of the various
algorithms is that some of the ideas appear to be extremeisi and
may be exportable to other problems.

Moreover, as we will see later, even a small improvementén th
best-known approximation ratio for VC will have profound
implications. It is curious, therefore, that we have seldiféerent
algorithms which all achieve the same ratio (asymptotycjibut
there appears to be no way of improving this ratio at the ptetgme.

Exercises
e Prove that ®REEDY1 always outputs a vertex cover.

e |s the vertex cover problem any easier on a bipartite graph?

How good is this algorithm??




Algorithm analysis

We claim that algorithm GEeDY1 does not achieve any bounded
ratio. To see this, consider the following bipartite graph

B = (L, R, E). The vertex seL consists of- vertices. The vertex set
R is further sub-divided inte sets calledRy, ..., R,.. Each vertex in
R; has an edge tovertices inL and no two vertices il; have a
common neighbour ilh; thus,|R;| = [r/¢]. It follows that each
vertex inL has degree at mostand each vertex if; has degree.
The total number of vertices = O(r logr).

Clever greedy algorithm
How do we achieve a better ratio than this?

Let us try the obvious strategy of modifying the AlgorithnREeDY1
to be less arbitrary in its choice of vertices to be includethie cover.
A natural modification is to repeatedly choose vertices tiaie
incident to the largest number afirrently uncovered edges.

GREEDY2 (G)

C—10

while £ # ()
Pick a vertexy € V of

maximum degree in theurrent graph

C — CU{v}
E—FE\{ecE:vece}

return C

R, 2 R, R, R RgR;RgRg Ry,

Suppose that (out of sheer bad luck) the algorithm consafeexige out of
R, first, choosing the end-point iR as the vertex to be placed in the cover.
Then it picks an edge out d?,._1, again choosing its end-point iR for the
cover('; and, so on. Therefore the vertex cover chosefi is R. But L is
itself a vertex cover since the graph is bipartite. It foltotlat the ratio
achieved by this algorithm is no better that /| L| = Q(logn).

Algorithm analysis

Let us consider the behaviour of this algorithm on the grBplt
should be easy to see thaR&EDY2 could also outpuR as a vertex
cover. It could choose vertices froR). at the very first stage. After
this, it could choose vertices frof,_. In general, it would choose
the highest degree vertices frafhat each stage. It is very surprising
that a seemingly much more intelligent heuristic does nteb#tan
the rather simple-minded heuristiRGEDY1. However this

algorithm is not totally useless. It may be shown that it gisva
achieves the rati®(log n) for the much more general problem of se
cover and hence also for vertex cover.




Maximal matchings and vertex covers

We now describe a different heuristic which achieves a bedmdtio
for the vertex cover problem.

The basic idea is to modify &EEDY1 by placingboth end-points of
some uncovered edge infd Most people find the fact that this
algorithm performs better thanREEDY1 and GREEDY2 to be very
counter-intuitive at first.

Algorithm MM
Pick anymaximal matching}M in the graphG = (V, E).
Place both end-points of each edgelihinto the cover.

Exercises
1. What is the behaviour of algorithm MM on the grap?

2. Show that there exist input graphs for which the perforceasf
MM is no better than a ratio of 2.

3. Show that using a maximum matching instead of a maximal
matching does not improve the worst-case performance of MM.

Algorithm analysis

Claim. MM always computes a vertex cover in the input graph
Moreover, it is a 2-approximation algorithm.

SinceM is a maximal matching all edges i\ M are such that at
least one of their end-points is incident to soene M (otherwise,
that edge could be added 4@ to provide a larger matching). Thus
every edge it has at least one end-pointn

To see that the ratio is 2, consider the edge&/inTo cover these
edges we need at leddt/ | vertices, since no two of them share a
vertex. This implies that the optimal vertex cover has stdeast
|M|. The coverC' contains exactl|M | vertices.
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Better algorithms?

Another algorithm which achieves a ratio of 2 for this prablis due
to Savage. This algorithm, which we call DFS, is as simpldasne
outlined above. The basic idea is to find a depth-first spantnée in
the graphiz. The coverC is then the set of non-leaf nodes in the tre
We leave the analysis of this algorithm as an exercise (pgothat

the set is a vertex cover is simple, giving a bound on the
approximation ratio is non-trivial).

U

It is an important open problem to find amapproximation
algorithm for the VC problem wit — ¢ = Q(1).
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Example
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Final vertex cover
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A Depth-first spanning tree
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