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Developers of knowledge-based systems face a number of practical problems when trying to move this technology into routine use. Two research projects at the University of Liverpool have examined problems related to system verification and validation, and the associated issue of maintenance.

One source of problems is that the domain analysis undertaken before actually constructing the knowledge base is often unsatisfactory. Typically, it is carried out at too shallow a level and so fails to reflect the true structure of the domain; or it fails to recognize the boundaries of the embodied expertise, and the bias that may be introduced by concentrating on a particular task within the domain. The Mekas (Methodology for Knowledge Analysis) project has developed a method to give knowledge engineers a thorough characterization of the domain, that is, a full description of the ontology, structure, functions, and theories that underpin the domain. This provides a coherent framework within which a knowledge base can be more readily identified with key aspects of the domain, aiding verification and validation. The framework also allows the addition of new or revised knowledge, thus aiding the maintenance and extension of the knowledge base.

The second project, known as MAKE (Maintenance Assistance for Knowledge Engineers), was pursued in collaboration with International Computers Ltd. (ICL) and British Coal, was aimed at the process of constructing and revising the knowledge base. Two things are required: a disciplined and methodical approach to authoring the knowledge base, and tools to support and reinforce this approach. When AI toolkits first appeared, they were often described as "power tools for programmers." Admireable as many of these tools are, they remain directed at programmers, and writing a knowledge base becomes rather like programming. Proper construction of a knowledge base should instead be seen as a process of knowledge representation, which requires a different approach and different tools.

Central to our philosophy is that validation and verification should always be carried out at a level higher than the level of executable code; we are engaged in a process of knowledge representation and modeling, not programming.

Mekas

It is essential to capture all pertinent aspects of the expert’s view of any real-world problem. This is a nontrivial problem, and can only be achieved by the in-depth analysis that we describe as the characterization stage of the investigation. A structured approach based on analysis of the domain is required at this stage, rather...
than one based on the desired artifact or model of performance. Without such analysis, the software’s limitations (implicit in the model that has been constructed) will not be fully understood, and a correct view of the domain’s objects and structure will not be achieved. The subsequent design, implementation, and maintenance of the knowledge-based system will remain incomplete. An adequate and comprehensive domain characterization is essential if the products of knowledge acquisition are not to remain shallow and fragmentary.

The Mekas project has sought to address several key issues, including:

1. A theory of the nature of domains and the modeling processes associated with knowledge acquisition. This is needed so that characterization can be clearly understood and documented.
2. A means by which the knowledge engineer is provided with guiding principles for navigating the domain and making sense of the mass of information obtained. This avoids fudging issues such as dealing with unknowns and gaps in knowledge during the early stages of the process.
3. An approach that links informal models to the real world, formal models to informal models, and design and implementation concerns to formal models. At each transition, the limitations brought about by abstraction are made explicit so that the scope of the final specification can be mapped back, through formal and informal models, to the real-world characterization. As such, the validity of the informal models is determined with reference to the real world and the expert’s models, whereas the validity of the formal models is assessed according to its intrinsic properties.

**Key aspects of domains.** To satisfy these (and other) issues, we had to recognize key aspects of domain knowledge. Human knowledge about domains is so complex that it is essential to identify the domain’s fundamental characteristics before developing the knowledge-based system. The purpose of Mekas is to give structure to a knowledge analysis stage, which characterizes a domain by organizing the information acquired from a variety of sources into a coherent and unambiguous whole.

This is a difficult problem and a major hurdle to the development of knowledge-based systems. The purpose of knowledge analysis is to probe the underlying nature of the domain and investigate how experts think about it. In our approach, called SAAGS (for Specification, Anticipation, Acquisition, Generation, Specification), the products of analysis capture the domain’s conceptual richness through a series of iterative analysis-modeling cycles. Using this approach, we can characterize domains in terms of certain broad (nondisjoint) sets of features:

- **Theory:** the conceptual framework used to construct and maintain a domain.
- **Purpose:** the problems addressed by the domain in terms of their solution.
- **Metaphor:** the language used to maintain a domain, especially in global terms.
- **Metatheoretical constraints:** fundamental concepts related to time, causality, category, and ontology.
- **Relations to other domains.**
- **History of the domain.**
- **Structure:** the parts, relations, and organization of the domain.

These seven features provide a top-level objective, which forms the basis of all subsequent analysis. This yields analytical outcomes with both breadth and depth. The consequence of a broad description is that knowledge engineers come to share a wider perspective of the domain with the experts; the depth captures the deeper knowledge, in terms of the ontology, structure, and theory of the domain, necessary for building second-generation knowledge-based systems.

**SAAGS.** SAAGS is a four-stage cyclical modeling process. It receives a loose specification from a client as input and ultimately produces a comprehensive specification that provides the domain’s characterization. The overall goal is to detail the domain’s structure and purpose in the context of its evolving theory. The principal stages are:

1. **Specification** leading ultimately to the production of a domain’s characterization. The seven top-level features must be steadily accounted for in the successive iterations of this stage, which must also include relevant models and descriptive details such as the epistemic (domain) boundaries yielded by the analysis.
2. **Anticipation** of the nature of the domain. The top-level features allow the knowledge engineer some anticipation of the breadth of the characteristics of the domain. Anticipations provide a way of critically testing the knowledge engineer’s evolving understanding. The anticipation of top-level characteristics will guide the domain-based knowledge acquisition process.
3. **Acquisition** of knowledge. This includes knowledge elicitation from experts and other sources (such as books and manuals). The outcomes from the anticipation stage are used to structure acquisition in a way that relates to the emerging nature of the domain.
4. **Generation** of models, including the synthesis of outputs from the acquisition stage into a collection of models. These outputs drive the analysis forward and provide the explicit means for confirming, refuting, or elaborating anticipations and thus prepare for an improvement of the specification.

The cycle now repeats with a new specification stage, in which all the modeling information is accounted for, together with details of the emerging (hypothetical) epistemic boundaries of the domain. Cycles will continue until both the domain expert and the knowledge engineer are satisfied that the specification adequately characterizes the domain. This methodology, with its cyclical nature and emphasis on producing a
set of interrelated models describing the domain, provides an essential analysis against which systems subsequently developed in the domain can be validated and verified.

**Mekas and validation.** The application of the Mekas approach is pertinent to the issues of verification, validation, and maintenance for three reasons. First, the process of domain analysis and modeling is structured so that gaps and inconsistencies in the knowledge are made explicit. Also, SAAGS requires a comprehensive documentation of the domain in its specification, which helps reduce the costs of system maintenance, extensibility, and renovation. Finally, the relationships between models can be made explicit; that is, real world $\rightarrow$ informal (referential) models $\rightarrow$ formal (denotational) model $\rightarrow$ artifact. As such, the epistemic boundaries associated with each, in relation to the real world, domain, and artifact, are clarified.

The development of informal models is crucial in characterizing the domain because they provide a way to bridge from the complexities of the real-world domain to the necessary simplifications of formal models. No model can fully account for the real world (if it did, it would not be a model), so any model will have gaps. If we do not make these gaps explicit, we will always have problems that will undermine attempts to verify and validate the formal models. The methodology just described seeks to generate the required models in a structured way, driven by analysis of the domain. This ensures that the models are sensitive to the underlying nature of the domain, rather than determined by a particular design method, predetermined representation formalism, or predefined task library.

**MAKE**

The MAKE project addressed the later stage in knowledge-based system development, which centers on the actual construction of the knowledge base. Its prime focus was the construction of maintainable systems, particularly in domains based on regulations that are particularly vulnerable to change. Maintenance issues cannot, however, be considered in isolation from validation and verification: Maintenance involves the detection of flaws in the knowledge base, and any changes that are made must themselves be validated and verified. Thus many of the techniques developed for maintenance apply equally to validation and verification—and vice versa—and the maintenance environment developed on the MAKE project can also be used to validate and verify a system under construction.

Validation, verification, and maintenance should not be considered only when a system has been produced; rather, they must inform the whole development process. This is supported by the methodologies for designing and building conventional systems. These methodologies have as their primary aim the construction of better systems, that is, systems in which we can have a high degree of confidence, and systems that can be more readily maintained.

The MAKE project therefore prescribes a development methodology that we believe will produce systems that are more capable of validation, verification, and maintenance. The starting point for development should be a characterized domain such as that produced by Mekas. Development takes place in the MAKE Authoring and Development Environment (Maude), which supports system production via a series of models that move from the original source material through increasingly formal models, until an executable representation is reached. The output from each stage of the development cycle should reflect the structure of the material from the previous phase. Maude provides a suite of authoring tools, including textual and graphical browsers; a way to link individual rules to the source material through the different development stages; and tools to aid the verification and validation of the knowledge-based system during development, on completion of development, and after a maintenance session. Verification and validation is performed statically by comparing the various models, and dynamically by animating the executable representation so that consequences of rules and assertions can be explored.

**Maude.** The design of Maude revolves around three base windows. The Kant window is used to form and link various levels of structures. The Maude window is the interface to the compiler and the various MAKE tools. The Mappe (MAKE Application Environment) window provides the user view of the application. This allows the developer to execute the representation so that test cases can be run and the consequences of particular assertions explored.

The methodology uses a development environment based on Kant (Knowledge Analysis Tool), a hypertext-like tool built to help develop a knowledge-based decision support system for assessing Social Security benefit claims.

System development using Maude consists of using Kant to construct four levels of structure. At the first level, source documents are imported into the Kant system in their original format, ready for analysis. In MAKE's target application (support for processing insurance claims made on British Coal), these sources comprised the legislation and other supporting material. In a domain that lacks this rich textual basis, a Mekas characterization would form the source documents. The role of Kant is to support the copying and pasting of words, phrases, and so on, from these documents into other structures, and the definition and maintenance of links between these sources and the new structures. The links are vital: They enable the direct comparison of the various models with one another.

Freestyle Kant structures, comprising the second level, can best be described as structured English notes. Kant readily supports the structuring of such notes (called nodes in Kant) through the use of child and sibling relations, and through separable fields within a node. The author is free to construct any number of such structures, with a variety of contents. The aim of this
stage is to select and organize the material on which the proposed knowledge-based system will be based. In particular, it is necessary here to identify the entities relevant to the domain, and for each entity the attributes it can possess and the values these attributes can take. This will form the vocabulary to be used in the formal model of the domain. Here too, relations between these features are identified, thus forming the basis of the rules of the final

MIR (MAKE Intermediate Representation) structures are the third level. These form the intermediate representation, which uses yet more Kant structures, but are constructed according to a defined syntax. MIR structures use this formal representation language to specify the entities, their attributes, and allowable values; the rules governing the relationships between them; and the topics and questions to be used in dialogue with the user. The role of this intermediate representation is crucial: It is formal enough to allow for an unambiguous representation of knowledge, and so can permit manipulation to support the various MAKE tools, but it remains uninfluenced by concerns specific to a target executable representation language.

Compiled MIR, the final level, is an executable representation of the MIR. The MAKE inference engine interprets the compiled MIR and forms the dynamic, instantiated user application. In the MAKE project we used a clausal form of compiled MIR, and translation between it and the MAKE inference engine is completely automatic. Alternative compilers could be written to target different formalisms, if the application were to be executed in, for example, Nextexpert. A key idea is to confine authoring and maintenance tasks to the intermediate representation represented by the MIR structures and the preceding structures and sources, so that Maude can be used as a generalized development environment irrespective of the ultimate executable formalism.

The passage through these levels of formality is an iterative process, both because requirements will change over time and so source material will be superseded, and because the transitions from one stage to the next will not be right the first time. What is important, however, is that every item in a derived structure can be identified with the relevant item or items in the previous structure, so that its validity can be determined.

The MAKE tools

Some of the MAKE tools are particularly relevant to validation and verification. The central tool is the rule map, which provides a graphical view of the intermediate representation and access to several other MAKE tools. It is a left-to-right directed graph showing the relationship between attributes and rules in the rule base. The user can scroll up and down the rule base from the root attributes to the leaf attributes, inspecting any desired attribute or rule along the way. This gives the maintenance engineer a clear view of the rules in the knowledge base and the attributes they use. By following a path through the rule map, it is possible to determine the leaf attributes and propositions into which a root attribute ultimately unfolds, and vice versa.

Options are provided to allow the user to interrogate the rule map to display a rule and the clauses in which an attribute appears. Clicking on a rule node displays the structures from which the rule was derived, so that the links through the various layers of model can be followed and faulty transitions detected.

The project also specifies a proposition/clause rule map to give an alternative view of the rules, showing in fine detail how values of attributes affect one another, providing a fine-grain perspective on the rules. The rule map also gives users a number of structural tools that test for the correct formation of the rule base. Here we can identify redundant rules, which make no contribution to the overall goal; dead-end rules, which fail to lead to any assertable leaf proposition; and subsumed rules, whose effect is duplicated by another broader rule. An inconsistency tool identifies groups of leaf attributes that would, if asserted simultaneously, lead to a contradiction. The non-assertable propositions can then be examined to see whether they are in fact incapable of holding together.

Provenance and jeopardy tools. While the rule map provides excellent access to the intermediate representation (a level of abstraction suitable for the system developer), we may need to go further back through our models. This in turn requires tools that exploit the links between structures created during development. Two tools support these transitions.

The provenance tool. The provenance tool essentially follows the links back from executable representation through the intermediate representation and the freestyle structures to the source. When running test cases, we may find that the system behaves in some unexpected manner. Having identified the particular executable rule that is the source of the problem, we can use the provenance tool to find the structures from which it derived. If the transitions are correct, however, the fault must lie in the original source; thus, there was a mischaracterization in the analysis phase. If this happens, the provenance tool can be used to identify all the parts of the source material from which the problem clause derived. These can then be shown to the domain expert who, given these specific items and the identified problem, should be able to detect what is wrong, and the source can then be corrected accordingly.

The provenance tool also records the history of the item: when it was created, who created it, and any comments. This can provide valuable help in assessing the correctness of a transition.

The problem at this point is that changing the source may have invalided other aspects of the representation. It is therefore necessary to identify all the parts of the other structures that have been jeopardized by the change. This identification is carried out using the jeopardy tool.
The jeopardy tool. The jeopardy tool works by following links forward. Depending on the level at which the change was made, different aspects of the representation can be identified for checking:

- If the change in the source material necessitates a revision of the type hierarchy, the jeopardy tool is used to identify those classes, attributes, and possible values that were founded on the changed source material. If the appropriate modifications can be made.
- If a change is made to the type hierarchy defining the vocabulary of the domain, certain rules may become invalidated. Thus if an attribute is removed, or the possible values that it can take are modified, the rules that use that attribute must be identified, examined, and if necessary, modified.
- If a class is removed from the type hierarchy, any attributes introduced into the type hierarchy through that class will no longer be available. These attributes must be identified and reintroduced into the hierarchy, either through the super class of the removed class or through one or more of the subclasses, as appropriate.
- Sometimes the source change does not alter the type hierarchy. Here the jeopardy tool is used to identify all the rules in the intermediate representation that are linked to an altered source so that they can be reevaluated.
- A change to a rule may threaten those rules that call or are called by the modified rule. The jeopardy tool identifies the subset of the rules that must be reexamined after a rule has been modified.

Both the jeopardy and provenance tools use the links that the knowledge engineer created during system development. This is an essential part of the Maude methodology.

Dynamic tools. Although we believe that inspection and modification should be carried out at a level above that of the executable code, we must still be able to execute the representation to ensure that the behavior is correct. Facilities to execute representations are integrated into the Maude environment, and supplemented by tools that help to determine the source of any unexpected behavior.

The rule base animation tool. Test cases are typically executed as a whole. Where there is a well-founded set of prototypical cases associated with a set of expected results, this can provide good confidence in the rule base. Sometimes, however, we may wish to test the rule base in a more exploratory way. For this reason the Maude environment includes a tool for constructing test cases interactively.6

The display of this tool is similar to the rule map, but we can also mouse-click on nodes to assert values for the attributes represented by those nodes. Once one or more values have been asserted, inference can be invoked and the effect of the assertions shown on the display. This in turn can suggest what other assertions will form an interesting test case. The interactive, menu-driven nature of this process supports the rapid identification of critical combinations of facts. If the behavior is not what we expected, we can find the cause using the next three tools described.

The justification and consequence browsers. During execution of a case, the inference engine keeps track of how each object/slot obtained its value. It does this by maintaining justifications in terms of the rules, user input, or predefined sources of values. The justification browser will then allow the maintenance engineer to examine the justification links for any given object/slot. The consequence browser is similar to the justification browser but allows the user to examine the consequences of a particular object/slot value.

The "why not" tool. The why not tool lets the maintenance engineer determine why an attribute of an instance has not assumed an expected value. Of course, the tool can also be used in reverse, to ask why an attribute for a specific instance has assumed a certain value. The tool requires the user to select an attribute of an instance and then offers a list of rules affecting this attribute. The user can then select a rule that he/she thinks should have led to the expected value, and an instance for each variable used by the selected rule. Maude will then test each tail proposition in each clause of the rule and write a report stating which is true and which is false. Inspection of the list allows the user to determine "why not" in terms of either missing conditions to the rule or an error in the rule. In the first case, the why not tool may be used again to discover why the input is missing.

Together, these projects reflect our view that validation and verification cannot be addressed in isolation. Rather, these issues must influence every stage of system development and construction. Moreover, Mekas and MAKE reflect our conception of knowledge-based-system development as a process of modeling and knowledge representation: The primary focus of verification and validation must be on the models, and the transitions between them, rather than simply on the executable representation.
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