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Membership Inference Attacks
Ø Attack goal: determine whether an individual data example is inside 

the training dataset of the target model or not

Shokri R, Stronati M, Song C, et al. Membership inference attacks against machine learning models[C]//2017 IEEE symposium on security and privacy (SP). IEEE, 2017: 3-18.



training samples

Membership Inference Attacks
• under the General Data Protection Regulation (GDPR), MIAs can increase the risks that private personal 

information can be inferred from publicly accessible ML models
• First MIA: Shokri et al.  proposed the first MI attack for classification models in the context of ML, which 

utilized all features of multiple shadow models to train a binary classifier-based attack model in a black-box 
scenario
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Shadow Training Attack
• Threat model:

• The adversary has back-box query access to the target model
• The goal is to infer whether input samples were part of its private training set

• Shadow training approach:
• Create several shadow models to substitute the target model 
• Each shadow model is trained on a dataset that has a similar distribution as the 

private training dataset of the target model

E.g., if the target model performs celebrity face 
recognition, the attacker can collect images of 
celebrities from the Internet

Then, query the target model with images of 
Brad Pitt, and if the confidence of the target 
model is high, then probably the private 
training set contains images of Brad Pitt: use 
those images for the shadow training sets

Shokri R, Stronati M, Song C, et al. Membership inference attacks against machine learning models[C]//2017 IEEE symposium on security and privacy (SP). IEEE, 2017: 3-18.



Shadow Training Attack
The output probability vectors from the shadow models are next used as inputs for training attack models (as binary 
classifiers) for each class

E.g., the probability vectors for all input images of Brad Pitt from all shadow training sets are labeled with 1 
(meaning ‘in’ the training set)
The probability vectors for all input images of Brad Pitt from all shadow test sets are labeled with 0 (meaning ‘out’ 
or not in the training set)
An attack model is trained on these inputs to perform binary classification (in or out)

Shokri R, Stronati M, Song C, et al. Membership inference attacks against machine learning models[C]//2017 IEEE symposium on security and privacy (SP). IEEE, 2017: 3-18.



Shadow Training Attack

Niu J, Liu P, Zhu X, et al. A survey on membership inference attacks and defenses in Machine Learning[J]. Journal of Information and Intelligence, 2024.



The table shows the accuracy of a target model on training and testing sets, and the success of the attack for 
several models

One can note that the larger the overfitting (difference between the training and testing accuracy), the more 
successful the membership inference attack is

Conclusively, overfitting not only reduces the generalization of a model, but also makes the model 
more likely to leak sensitive information about the training data

In addition, the attack was more successful for training datasets that are more diverse and have larger 
number of classes (e.g., compare Purchase model with 100 classes to Purchase with 2 classes)

Shadow Training Attack

Shokri R, Stronati M, Song C, et al. Membership inference attacks against machine learning models[C]//2017 IEEE symposium on security and privacy (SP). IEEE, 2017: 3-18.



Threshold-based MIAs
Although NN-based shadow training attacks are a classic form of MIAs, they are less efficient,
especially, we need more shadow models to get good attack performance. Threshold-based MIAs
have been shown to achieve performance close to shadow training attacks and are much simpler.

Given a training set Strain, a test set Stest, and a trained model hθ(·). Suppose a data point (x, y)
comes from Strain or Stest with equal probabilities. Then, the membership inference attack
accuracy with a threshold ζ is calculated as follows

where hθ(x)y is the output confidence for label y and 1[·] is the indicator function. Therefore, the goal of 
the threshold-based attack model is to find an optimal threshold ζoptim that maximizes the attack 
accuracy,

and this can be done by enumerating all possible threshold values ζ.



Class-Dependent Thresholds

Class-dependent thresholds: setting different values of         for different labels yyt

We infers a sample as a member if the prediction confidence >= threshold, otherwise its 
a non-member

target model
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Song L, Shokri R, Mittal P. Privacy risks of securing machine learning models against adversarial examples[C]//Proceedings of the 2019 ACM SIGSAC Conference on 
Computer and Communications Security. 2019: 241-257.



Prediction Entropy Thresholds

We infers a sample as a member if the prediction entropy <= threshold, otherwise its a non-member
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Song L, Shokri R, Mittal P. Privacy risks of securing machine learning models against adversarial examples[C]//Proceedings of the 2019 ACM SIGSAC Conference on 
Computer and Communications Security. 2019: 241-257.



Modified Prediction Entropy
A new metric with following two properties given the ground truth label y: 
(1) monotonically decreasing with the prediction probability of the correct label           ;
(2) monotonically increasing with the prediction probability of any incorrect label
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We infers a sample as a member if the modified prediction entropy <= threshold, otherwise its a non-member
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Song L, Shokri R, Mittal P. Privacy risks of securing machine learning models against adversarial examples[C]//Proceedings of the 2019 ACM SIGSAC Conference on 
Computer and Communications Security. 2019: 241-257.



Class-dependent threshold
Use the shadow-training technique to learn the threshold value      ,      , or      :yt ˆyt yt



• (1) first trains a shadow model to simulate the behavior of the target model;

• (2) then obtains the shadow model’s prediction confidence/(modified) entropy values on both shadow 
training and shadow test data;

• (3) finally leverages knowledge of membership labels (member vs non-member) of the shadow data to 
select the threshold value which achieves the highest accuracy in distinguishing between shadow 
training data and shadow test data with the class label y based on the following equation for different 
thresholds



Comparison

Using the class-dependent thresholds, we can increase the MIA success by 1%-4%;

The attack based on modified entropy always outperforms the conventional entropy-based attack, 
results in highest attack success

Song L, Shokri R, Mittal P. Privacy risks of securing machine learning models against adversarial examples[C]//Proceedings of the 2019 ACM SIGSAC Conference on 
Computer and Communications Security. 2019: 241-257.



Target Model’s Sensitivity

The performance of membership inference attack is related to the target model’s sensitivity with regard to training 
data. 

Definition of the sensitivity:
The sensitivity measure is the influence of one data point on the target model’s performance by computing its 
prediction difference, when trained with and without this data point. 

Relation to MIAs:
Intuitively, when a training point has a large influence on the target model (high sensitivity), its model prediction is 
likely to be different from the model prediction on a test point, and thus the adversary can distinguish its membership 
more easily



MIAs and Robustness
Conclusion: 1. the robust models might leak more membership information, due to exhibiting a larger 
generalization error, in both the benign or adversarial settings

Song L, Shokri R, Mittal P. Privacy risks of securing machine learning models against adversarial examples[C]//Proceedings of the 2019 ACM SIGSAC Conference on Computer and Communications Security. 2019: 241-257.



MIAs and Robustness
2. the robust training algorithms might make the model more susceptible to membership inference
attacks, by increasing its sensitivity to its training data

We excluded 10 training points (one for 
each class label) and retrained the model；

We computed the sensitivity of each 
excluded point as the difference between its 
prediction confidence in the retrained 
model and the original model

We obtained the sensitivity metric for 60 
training points by retraining the classifier 6 
times

Song L, Shokri R, Mittal P. Privacy risks of securing machine learning models against adversarial examples[C]//Proceedings of the 2019 ACM SIGSAC Conference on Computer and Communications Security. 2019: 241-257.



Differential Privacy

A basic introduction: Changing individual training sample in the training set, if the probability of learning 
any specific parameter remains roughly the same, this probability is referred to as privacy budget. A smaller 
privacy budget corresponds to stronger privacy protection. The intuition is the record of that individual 
sample will not be memorized, and its privacy will be respected.

The attacker cannot distinguish the answer generated by a random algorithm of all three users and of two users, we 
have achieved differential privacy.

http://www.cleverhans.io/privacy/2018/04/29/privacy-and-machine-learning.html

http://www.cleverhans.io/privacy/2018/04/29/privacy-and-machine-learning.html


Formal Definition of Exact DP

For two datasets differ in exactly one record, A randomized mechanism      is     -DP, if it satisfies: 

Privacy parameter/budget. Controls the protection level

Privacy-utility tradeoff: small      typically leads to lower utility

M e



Approximate DP
A randomized mechanism        is                         , if it satisfies:

: the probability of potential deviation from this privacy guarantee (relaxation)

DP Introduction



DP Properties: Sequential Composition

Sequential composition: Applying multiple DP mechanisms to the same dataset 
remains DP, while there are some degradation in the guarantees

Ponomareva N, Hazimeh H, Kurakin A, et al. How to dp-fy ml: A practical guide to machine learning with differential privacy[J]. Journal of Artificial Intelligence Research, 2023, 77: 1113-1201.



DP Properties: Sequential Composition

DP Properties: Parallel Composition

Ponomareva N, Hazimeh H, Kurakin A, et al. How to dp-fy ml: A practical guide to machine learning with differential privacy[J]. Journal of Artificial Intelligence Research, 2023, 77: 1113-1201.



DP Properties: Parallel Composition

DP Properties: Post-processing

Ponomareva N, Hazimeh H, Kurakin A, et al. How to dp-fy ml: A practical guide to machine learning with differential privacy[J]. Journal of Artificial Intelligence Research, 2023, 77: 1113-1201.



Where to Introduce DP

Where to introduce DP

DP at input

DP synthetic data

if input is DP, ANY model trained on 
the data is DP

DP during training

Modify training process:
Gradient noise injection

Only THIS model is DP

DP at prediction level

inject noise during inference

Only the predictions are DP



DP-SGD

Ponomareva N, Hazimeh H, Kurakin A, et al. How to dp-fy ml: A practical guide to machine learning with differential privacy[J]. Journal of Artificial Intelligence Research, 2023, 77: 1113-1201.



DP-SGD Algorithm

Ponomareva N, Hazimeh H, Kurakin A, et al. How to dp-fy ml: A practical guide to machine learning with differential privacy[J]. Journal of Artificial Intelligence Research, 2023, 77: 1113-1201.



Renyi DP and its Properties



PATE

Papernot N, Song S, Mironov I, et al. Scalable private learning with pate[J]. arXiv preprint arXiv:1802.08908, 2018.



Private Voting Count (Teacher Aggregation)in PATE

Private Voting Count

threshold

(1) Sample Filtering. We set a threshold T, if the vote count for a particular label exceeds T (normally > 
50% of the teacher classifiers) we retain such samples (queries) while discarding those with a vote 
count below the threshold T

(2) Assign Labels. For those samples pass stage one, we reapply GNMax with a smaller      to 
ensure the results from the majority of teacher classifier ensembles reflect the true labels to 
mitigate more potentially noisy labels

Confident-GNMax mechanism:                                                                           satisfies                  RDP  



PATE Results

Papernot N, Song S, Mironov I, et al. Scalable private learning with pate[J]. arXiv preprint arXiv:1802.08908, 2018.



Visual Prompt in PATE

Li Y, Tsai Y L, Yu C M, et al. Exploring the benefits of visual prompting in differential privacy[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023: 5158-5167.



Visual Prompt (Label Mapping) Training

M：binary mask of the same dimension with the source data

: label mapping function

Visual Prompts:

Label Mapping:

Li Y, Tsai Y L, Yu C M, et al. Exploring the benefits of visual prompting in differential privacy[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023: 5158-5167.



Visual Prompt (Label Mapping) Training

Li Y, Tsai Y L, Yu C M, et al. Exploring the benefits of visual prompting in differential privacy[C]//Proceedings of the IEEE/CVF International Conference on Computer Vision. 2023: 5158-5167.



Existing Challenges

Ø More Flexible Ways to Find the Optimal     

Ø Trade-off between the Training Iteration and Privacy 
Budget in the Training-based DP Methods

Ø How to Create Dataset to Replace Public Dataset if No 
Public Dataset with Similar Distribution Exists

Ø Evaluation on Visual Prompting-Trained Models

yt


