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Large Language Model



Towards the goal of driving like a human, we identify three abilities that are necessary:

1. Reasoning

2. Interpretation

3. Memorization

this schema includes four modules:

(1) Environment creates a stage that the agent can interact with by the interaction flow; 

(2) Agent stands for a driver that can perceive the environment and make decisions utilizing its memory and 
learning from expert advice; 

(3) Memory allows the agent to accumulate experience and perform actions with it via the reflection flow; 

(4) Expert provides advice on agent training and gives feedback when it acts inconsistently, which forms 
the supervision flow.





ReAct: Synergizing Reasoning and Acting in Language Models







Driver agent continuously evolves to observe the environment, query, 
update experiences from the memory module, and make decisions to 
control the ego vehicle.





Specifically, the driver agent utilizes the Reasoning Module to query experiences from the 
Memory Module and leverage the common-sense knowledge of the LLM to generate 
decisions based on current scenarios. 

It then employs the Reflection Module to identify safe and unsafe decisions produced by 
the Reasoning Module, subsequently refining them into correct decisions using the 
knowledge embedded in the LLM. 

These safe or revised decisions are then updated into the Memory Module.



Without few-shot experiences, the out-of-the-box LLMs fail to perform precise reasoning 
when tackling the complex closed-loop driving tasks.

(1) encode the scenario by a descriptor; 
(2) recall several experience from the Memory 

module;
(3) generate the prompt; 
(4) feed the prompt into the LLM; 
(5) decode the action from the LLM’s response.







Visual Language Model







Transfer pseudo image to language 



3.3 Driving QA Dataset Labeling

we utilize GPT to generate a Driving QA dataset. 





3.4.1 Vector Representation Pre-training

It is important to note that during this pretraining phase, we use only perception structured-
language labels and avoid training on tasks that involve reasoning

3.4.2 Driving QA Finetuning

After the pre-training stage, we integrate the trainable LoRA module into the LLM, and optimize the 
weights of the Vector Encoder, Vector Former and LoRA module in an end-to-end fashion on the Driving 
QA data that we collected in Section 3.3.

LORA: LOW-RANK ADAPTATION OF LARGE LANGUAGE MODELS

We propose Low-Rank Adaptation, or LoRA, which freezes the pretrained 
model weights and injects trainable rank decomposition matrices into each
layer of the Transformer architecture, greatly reducing the number of 
trainable parameters for downstream tasks


