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Abstract. This paper describeStevie a knowledge representation so that different scenarios can be compared. Moreover, they are able
architecture for the analysis of complex legal caS¢svies targeted  to express the reasons why certain evidence supports the scenarios.
at legal professionals who may use it to infer stories (plausible andn this way it may help them in seeing patterns, discovering incon-
consistent reconstructions of courses of events) from evidence argistencies and identifying missing evidence.

hypothesesStevieis based on known argument ontologies and argu- It must be emphasized th8tevieis not meant to be used in the

mentation logics. preparation of trials; nor is it intended as a tool for modelling legal
cases, since police and prosecution have different responsibilities.
1 INTRODUCTION Crime analysts are supposed to follow promising leads, without too

) ) ) ) ) much concern about proving guilt in court. Once one or more sus-
This paper describeStevie a knowledge representation architecture pects are determined, the prosecution takes oveBéadedrops out
for making sense of evidence through stories and their justificationgf the picture.

This system is targeted at criminal investigators who may use it to

gain a better overview of complex cases. In the process of making

sense of large quantities of data, it will enable crime investigators t@ 2 System interface

formulate their hypotheses as stories of what might have happened

and to make their underlying reasoning explicit. Stevieis presented as a web front-end to an SQL database (Fig. 1).
In project meetings with crime investigators we learned that inUsers log in and create a case record, or select a case which they

the analysis of crime cases there is a demand for a support tool thatant to work on. Each case is presented in a split screen where the

offers the ability to search and combine large quantities of data. lrupper half displays a global overview of the case and the lower half

fact, crime investigators already use powerful search tools to matcHisplays the attributes of a node that is selected by the user in the

possibly relevant data. What they seem to lack is functionality withupper half of the screen.

which search results can be interpreted, explained, and related to eachThe case can be visually represented through multiple views.

other in a larger contex§tevids a first stab at the realization of such These views include a graphical view, a table view, a hierarchical

facilities. view, a report view, a summary view, and a linear view. The report
With respect to argument visualization, the contributiorfbtdvie  view is a verbal and linear dump of the case representation and can

is threefold. Firstly, it represents cases (among others) as di-graphe used as an official print-out for off-line instantiations (think of

rather than trees. Thus, unnecessary duplication of nodes is avoidetthe need for paper files and communication by traditional maif-

Further Stevigpossesses an inferential component to incorporate previe draws heavily on ideas from visualizing argumentation [6, 11].

defined argumentation schemes. This component also assesses Therefore, the graphical view is considered to be most representative

dialectical status of nodes to suggest plausible stories to analysts. Hr on-line uses otevie

nally, it represents temporal information and is thus able to rule out If a node is clicked in the upper half of the screen, its contents

stories that are temporally inconsistent. (and some of its other attributes) can be edited in the lower half of
the screen. Nodes can be created in isolation (bottom-up) or hierar-
2 SYSTEM PURPOSE chically through other nodes (top-down). Thus, a case is built.

This section describes the context in whistevieoperates. It also
describes the functionality that the system provides at its interfaces? .3  State of implementation

Stevids prototyped inAafje Aafjeis programmed in PHP and stores
2.1 Context prototyp je Aaljeis prog . .

] ] ] o o _ case datain a PostgreSQL databasdjehas the following function-
Stevieprovides support during criminal investigations by allowing ality: creation of cases, support of multiple users, linkage to quotes
case analysts to visualize evidence and their interpretation of that eyq ppr documents usage of schemes, creation of nodes top-down
idence in order to construct coherent stories. It allows them to maintrom the main claim), bottom-up (from evidence), and by scheme
tain overview over all information collected during an investigation, jnstantiation. Unimplemented features include a properly working
1 Department of Information and Computing Sciences, Utrecht University,labeling algorithm for stories and a faithful incorporation of the AIF

the Netherlands ontology (to be explained below).
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Figure 1. Screenshot of system interface.

Schemes

Steviés conceptual framework is to a large extent based on the coréccording to the AIF standard, I-nodes may be connected to indi-
ontology for argument entities and relations between argument ergate inferential support, and S-nodes represent justifications for those
tities as described in a recent document on argument interchang@nnections. S-nodes (small red or green ellipses in Fig. 2) are in-
formats (AIFs) and ontologies [18]. According to the AIF ontology, stantiations of general inference schemes (large blue ellipses) and are
knowledge about a (not necessarily legal) case is stored in two kindsalled scheme instantiation nodes (or instantiation nodes for short).
of nodes, vizinformation nodegl-nodes) andcheme instantiation
nodes(S-nodes). I-nodes relate to content and represent claims th#grns of reasoning, such as rules of inference in deductive logics but
depend on the domain of discourse. In Fig. 2, I-nodes are rectanglében broadened to non-deductive logics or domain dependant pat-

(and conversely).

Green Red Blue
Rectangle (I-node) P-node P-node Q-node
Ellipse S-node S-node Scheme no

e

Figure 3. Node visualization.

Table 3 summarizes node visualization. Schemes are pre-defined pat-

terns such as witness testimony in evidential reasoning [11, 3, 12].

In principle schemes are predefined and may be reused by case an-
alysts. There are many schemes and our system cannot contain them
all. Currently,Stevieuses the scheme list of Araucaria [10] which to
our knowledge is the first system that deals with schemes.

Stories

According to Wagenaaet al’s theory of anchored narratives [16],

a story is a credible, coherent, temporally consistent, and defensible
set of claims that together describe a possible course of events of a
case that is subject to investigation.



Stevieuses defeasible reasoning [4, 9] to distill stories out of largesupport of themselves. Questioned interpretation nodes (indicated by
guantities of information. If we use principles of defeasible reasonthe blue question mark on the left) need further support from other
ing to define stories, we may say that stories must be contained inodes in order to be “believed” or “IN” (the evaluation of nodes is
conflict-free and self-defending collection of claims (I-nodes). A setdescribed below). Whether this support indeed exists depends on fur-
of claims is conflict-free if (and only) if it does not contain a con- ther input of case analysts.
flicting pair of I-nodes. The meaning of conflict-freeness is further Thus, an I-node may contain a quote from a source document (Q-
defined in the subsection on stories (p. 4). A set of claims is selfnode), or it may contain an explanation or interpretation of such a
defending if (and only if) every argument (made up of I-nodes andquote (P-node).

S-nodes) against an element of that story can be countered with an

argument made up of I-nodes that belong to that story. In addition to

defeasible reasoning principles we add a third constraint on storie§chemes

namely that they must be temporally consistent. What this means is

defined below. A simple example of a case representation that corschemes belong to a special group of nodes that represent prede-

tains valid stories is shown in Fig. 4. fined patterns of reasoning. A single scheme describes an inference,
the necessary prerequisites for that inference, and possible critical
4 STRUCTURE guestions that might undercut the inference. A scheme may be in-

stantiated to one or more scheme instances (S-nodes). Graphically,

The most important elements Bfevieare nodes and links between an S-node is depicted as a small ellipse that is red or green depend-
nodes. ing on the side of interest. Every S-node springs from a scheme node
(blue ellipse) and uses zero or more antecedent nodes to justify a
consequent node (cf. Fig. 2).

As an example of how schemes may be applied, consider Fig. 2.
The basic building block dBtevies a node. A node is an elementary If a case analyst wishes to support the claim thatstole X from
piece of information that is used in modeling cases. Nodes can b®”, Steviewill present one or more inference schemes from which
facts in a case or claims about a case and are typically displayed ithis conclusion follows. In this case, the analyst chose the scheme
a GUI. Every node possesses two mandatory attributes, viz. a titlentitled “Penal code Section 987”. According to this scheme, in order
field and a text field. Additionally nodes possess optional (scalarjo prove “P stole X from @, it is necessary to prove three sub-
attributes such as slots indicating time and location, the name of thelaims, viz. ‘Q owns X", “ @ did not permitP to take X", and “P
analyst who created the node, and a list of records of all edits. Finallytook X . In this case, these three claims suffice to conclude tRat “
a node can refer to zero or more real-world objects, such as persorsiple X from Q".
institutions, locations and cars. Schemes can also be instantiated the other way around, from quo-

I-nodes fall apart into two categories, namely, quotation nodegation (or interpretation) nodes to conclusion nodes. Consider again
(Q-nodes, colored blue) and interpretation nodes (P-nodes, colordelg. 2. If an analyst wants to find out which conclusion follows from
green and red, depending on the party of interest, cf. Fig. 2). the testimonial evidence “A: “| saw P took X", he may chose the
“Quote instantiation” scheme and will be automatically presented
with the conclusion that follows being “A said: “I saw P took X™.

Most schemes incorporate a pre-defined list of so-calléétal
A quotation node represents information from outside the systemguestions A critical question is a possible circumstance that may
such as quotes from testimonies, reports, minutes and other originéivalidate a particular scheme instantiation [11, 12]. Thus, critical
source documents, but also plain data such as car registration detaifg/estions are latent rebutters of S-nodes or, put differently, latent
addresses, and telephone numbers. The text field of a quotation nodgdercutters. Fig. 2 shows examples of critical questions for some
is a literal transcription of the selected fragment and cannot be furthegchemes. For instance, the inference from “A saw P took X™ to “P
edited. Once imported, the content of a quotation node is fixed, antPok X" through “Perception” may be rebutted by the knowledge that
its status is incontestable within the system. A'is short-sighted and did not wear glasses.

There are two types of quotation nodes: information nodes and
scheme quotation nodes (scheme nodes, for short). Information quo-
tation nodes (blue rectangles) are ordinary quotations from externdlinks
source documents. Scheme nodes (blue ellipses) represent a spe-
cial type of external information, namely, (quoted) argumentationTo create a network of inferential and temporal interdependencies,
schemes. nodes can be linked through two types of connections, that is, infer-
ential connections (arrows and arrows with reversed arrowheads in
Fig. 4) and temporal connections (arrows with solid dots as arrow-
heads).
A P-node represents an observation or claim made by a user for the
purpose of making sense out of quoted data. Nodes that (indirectly)
support the main thesis are colored green; nodes that (indirectly) connferential links
test the main thesis are colored red, and nodes that may serve both
interests are colored yellow. In the present example, yellow nodes dimferential connections can be created by instantiating schemes.
not occur but they may occur in more complicated cases. Thus, although inference links and S-nodes look different, they are

Interpretation nodes can be questioned by users and can be sugetually the same. Supporting connections are displayed by arrows,
ported by other nodes. Unquestioned interpretation nodes providattacking connections by reversed arrowheads.

Nodes

Quotation nodes

Interpretation nodes



Temporal links A detailed description of the algorithms used for graph “consis-

) ~_tency checking” (as it is called by one of the reviewers) is beyond the
Temporal connections are made when two nodes possess sufficiefiope of this paper. More detailed descriptions a various such algo-

information to relate them temporally, or else when a case analysfhms can be found in the formal argumentation literature [4, 9.
decides that two nodes must be connected temporally. Once temporal

connections exist it is possible to represent stories of what might have
happened as a sequence of temporally structured nodes.
Two nodes receive a temporal connection automatically if they5 RELATED WORK
both possess an explicit time stamp. Nodes can be connected manu-
ally as well. If a case analyst decides that netlprecedes nod& As remarked in Sec. 2.3teviedraws heavily on ideas from visualiz-
in time, he creates a temporal link betwe¢andB. In doing so, the  ing argumentation. Compared to traditional issue-based information
case analyst must qualify that link by indicating his own confidencesystems (IBISs) and argument visualization tools, howeStewieis
in that link. This qualification can be selected from a predefined sefnore directed towards the construction of stories than to visualiza-

of modalities (for example: “certainly,” “beyond a reasonable doubt,”tion as a goal in itself. FurtheBtevieuses a node ontology that is
and “likely”). in line with the current standards on representation formats for argu-

ment interchange (AIF).
. Because of its graphic interfac8tevieis strongly connected to
Stories FLINTS [7, 8, 19]. FLINTS (Forensic Led Intelligence System) is a

The objective ofSteviels to create, on the basis of quotes and inter- methodology and software system that helps analysts to identify rel-
vant information in large amounts of data. The difference between

pretations, possible stories that indicate what might have happeneﬁ. ieother than th ! h
In Stevie a story is a sef of nodes that satisfies the following two FLINTS andStevieother than that FLINTS is a much more matured

postulates: syst_em, is thqt' FLINTS is not centered around the construction of
stories asStevias.
1. Sis conflict-free and self-defending. With respect to the data modéeviefollows the same approach
2. The underlying temporal digraph of S is internally consistent ~as case analysis tools such as Araucaria [11] and Legal Apprentice
(i.e., acyclic) and consistent with temporal and causal ordering$l7]. Araucaria is a software tool for the analysis and visualiza-
implied by scheme instantiation nodes. tion of arguments. It supports argumentation schemes, and depicts
arguments as trees of nodes, where nodes consists of quotes from
Thus, S must be conflict-free, self-defending, and temporally con-a fixed text that is displayed in the left margin. Legal Apprentice
sistent. Since all information available in a case together is almosfLA) is a case analysis system that visualizes evidence in so-called
always inconsistent, it is usually the case that a single case yieldegal implication trees. Those are AND/OR tree-structures where
room for multiple stories. Based on inferential connections, nodesiodes can receive a true, false or undefined status from case analysts.
can be evaluated as being “IN” or “OUT”". Quotation nodes and un-The main conceptual differences betwestevieand these systems
guestioned interpretation nodes are “IN". is that Stevieuses a logic and ontology of which basic principles
There exist several semantics for node evaluatsiavieuses the  such as scheme instantiation [11, 3, 12] and admissibility [5] have a
grounded and the admissibility semantics, respectively [5, 9]. For thgolid theoretical underpinning in the theory of formal argumentation
sake of simplicity, only the admissibility semantics is briefly quoted[4, 9, 18].
here [5]. This semantics enforces the two properties that are men- With respect to argumentation and legal narrati®isyieis also

tioned under (1) above. strongly connected to MarshalPlan [13], a formal tool to prepare
Nodes can be either “IN,” “OUT,” or “UNDEC” (undecided). legal cases for trial. The main difference betweinvieand Mar-
. ) ) ] o o shalPlan is thaStevieis more directed towards investigation than
1. A questioned interpretation nodé is “IN”, if it satisfies the fol- towards the preparation of legal trials.
lowing two conditions. Particularly relevant to mention is DAEDALUS [2], a tool that
(@) N is supported by an S-node that is “IN” may help Italian magistrates and prosecutors in their work; it is not,

. . like Steviegraphically oriented but its usefulness resides in the facil-
(b) All S-nodes that attacky are *OUT ity that it may be requested to validate and document steps made by
2. Aquestioned interpretation nodéis “OUT”, if it satisfies one of  the magistrate and the police.
the two following conditions. A last approach that is interesting to mention is the coherentist
(a) All S-nodes that suppoi’ are “OUT” approach as advocqted by Thagatdal. sugh as ECHO [14, 15]
] ] and especially ConvinceMe [1]. The latter is an artificial pedagog-
(b) N'is attacked by an S-node that is “IN” ical assistant to help students structure, restructure, and assess their
3. A questioned interpretation nodéis “UNDEC”, otherwise. knowledge about often controversial situations. LE&evieit is a
sense-making tool to formulate hypotheses based on evidence, but
More complex configurations possess more than one valid labelinghen based on principles of coherence rather than being based on
and in some configurations the empty story (all nodes “UNDEC”) principles of argument.
is also a valid labeling. When instantiating a scheme, newly created
antecedent elements cannot have been questioned yet so that theyAcknowledgementhe authors like to thank Floris Bex, Henry
are “IN”, until either the corresponding S-node or else one of its anPrakken and the anonymous reviewers for their constructive help.
tecedent nodes is either questioned or attacked. In Fig. 2 the node “Qhey also gratefully acknowledge the support from the Nether-
sold X to P”is out since it is undercutted by “P is a party concerned”.lands Organisation for Scientific Research (NWO) through project
As a result, the node “Q owns X" is “IN”, because its rebutter is 634.000.429 and from the EU through project IST-FP6-002307 (AS-
“ouT™. PIC).
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