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ABSTRACT

An extendable and generic Agent Enriched Data Mining (AEDM)
framework, EMADS (the Extendable Multi-Agent Data miningsS
tem) is described. The central feature of the framework as ith
avoids the use of ontologies or agreed meta-language ferbyat
supporting a system of wrappers. The advantage offereatsta
system is easily extendable, further data agents and magegts
can simply be added to the system. A demonstration EMADS
framework is currently available. The paper includes detafithe
EMADS architecture and the wrapper principle incorporéated

it. A full description of the framework’s operation is prod by
considering two AEDM scenarios; the scenarios are alsodtiesf
for an evaluation of the framework.

1. MOTIVATION AND GOALS

Agent-Enriched Data Mining (AEDM), also known as multi-
agent data mining, seeks to harness the general advansagéou
MAS in the application domain of Data Mining (DM). MAS tech-
nology has much to offer DM, particularly in the context ofieas
forms of distributed and cooperative DM. Distributed (amdgbiel)
DM is directed at reducing the time complexity of computatas-
sociated with the increasing sophistication, size andaliity of
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distributed collections of autonomous agents. Commuioicatnd
cooperation between agents are brokered by one or morédacil
tors, which are responsible for matching requests, fronnsusied
agents, with descriptions of the capabilities of other &gemhus,

it is not generally required that a user or agent know thetiden
ties, locations, or number of other agents involved in Batig a
request.

The challenge of generic AEDM is the disparate nature and va-
riety of modern DM, and the necessary communication mecha-
nism required to cope with this disparate nature. One approa
is to make use of the established Agent Communication Lagegia
(ACLs) and mechanisms; well known examples include the Know
edge Query and Manipulation Language (KQML), the Knowledge
Interchange Format (KIF), and the Foundation for Intetigehys-
ical Agents (FIPA) ACL [14]. All these ACLs have their advant
geous and disadvantageous and tend to address partiaures éd
intra-agent communication; for example FIPA ACL is direttt
agent negotiation. Each can be employed in the context of MED
communication but on its own will not facilitate the shareybat
understanding required to achieve generic AEDM. This waeld
quire recourse to the use of ontologies and/or some agrett me
language. It is suggested in this work that a method of adohgs
the communication requirements of AEDM is to use a system of

the data sets we wish to mine. Cooperative DM encompasses en-mediators and wrappers coupled with an ACL such as FIPA ACL,

semble mechanisms and techniques such as bagging andhigoosti

and that this can more readily address the issues conceitfethe

MAS have a clear role in both these areas. MAS technology also variety and range of contexts to which AEDM can be applicable

offers some further advantageous for AEDM, namely:

e Extendibility of DM frameworks,
e Resource and experience sharing,

Greater end-user accessibility,
e Information hiding, and
e The addressing of privacy and security issues.

The last of the above advantageous merits some further camme
By its nature DM is often applied to sensitive data. The MAS ap
proach would allow data to be mined remotely. Similarly,harié-
spect to DM algorithms, MAS can make use of algorithms withou
necessitating their transfer to users, thus contributirthe preser-
vation of intellectual property rights. MAS make it possildbr
software services to be provided through the cooperatieetefof
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To investigate and evaluate the expected advantageousapf wr
pers and mediators, in the context of generic AEDM, the astho
have developed and implemented (in JADE) a multi-agent plat
form, EMADS (the Extendable Multi-Agent Data mining Syslem
Extendibility is seen as an essential feature of the framleywad-
marily because it allows its functionality to grow in an ieorental
manner. The vision is of an “anarchic” collection of agerisn-
tributed to by a community of EMADS users, that exist acrass a
“internet space”; that can negotiate with each other tongiteto
perform a variety of DM tasks (or not if no suitable collectiof
agents come together) as proposed by other (or the same) EMAD
users. An EMADS demonstrator is currently in operation.

The primary goal of the EMADS framework is to provide a
means for integrating new DM algorithms and data sources in a
distributed infrastructure and collaborative environinéfowever,
EMADS also seeks to address some of the issues of DM that would
benefit from the rich and complex interactions of commuimcat
agents. The broad advantages offered by the framework are:

e Flexibility in assembling communities of autonomous ser-
vice providers, including the incorporation of existingoép
cations.



e Minimization of the effort required to create new agents] an
to wrap existing applications.

The meta-learning strategy offers a way to mine classifiers f
homogeneously distributed data. It follows three main stefhe

e Support for end users to express DM requests without having first is to generate base classifiers at each site using afigass

detailed knowledge of the individual agents.

The rest of this paper is organised as follows. A brief review
of some related work on Agent-enriched Data Mining (AEDM) is
presented in Section 2. The conceptual framework togethkran
overview of the wrapper principle is presented in SectioriTBe
framework operation is illustrated in Section 4 using two Bi&-
narios: Meta Association Rule Mining (MARM) and single labe
classification. Finally some conclusions are presente@atié 5.

2. RELATED WORK

There are a number of reports in the literature of the apipdica
of Agent techniques to DM. The contribution of this sectisrai
broad review of prominent AEDM approaches in the literatumd
discussion of the benefits that agent-driven DM architestyaro-
vide in coping with such problems. This section is not conedr
with particular DM techniques; it is however concerned witbrk
on the design of distributed and multi-agent system dickat®©M.

The most fundamental approach to distributed DM is to molve al
of the data to a central data warehouse and then to analyzeithi
a single DM system, even though this approach intuitivelgrgo-
tees accurate DM results, it might be infeasible in manysase

An alternative approach is high level learning with metarhéng
strategies in which all the data can be locally analyzeda{ldata
model), and the local results at their local sites combiridldescen-
tral site to obtain the final result (global data model). Miei@rning
methods have been widely used within DM [31, 10], partidylar
the area of classification and regression. These approachésss
expensive but may produce ambiguous and incorrect globaltse
In addition, Distributed DM approaches require centralisentrol
that causes a communication bottleneck that sometimes,|&ad
turn, to inefficient performance and system failure.

learning algorithms. The second step is to collect the bése c
sifiers at a central site, and produce meta-level data froeparate
validation set and predictions generated by the base fitassn

it. The third step is to generate the final classifier (metessifier)
from meta-level data via a combiner or an arbiter. Copiesef t
classifier agent will exist, or be deployed, on nodes in the/oek
being used (see for example [27]). Perhaps the most materd-ag
based meta-learning systems are: JAM [30], BODHI [19], aad P
pyrus [6]. Papyrus is designed to support both learningesires;
meat-learning and central learning. A hybrid learningtetg is a
technique that combines local and remote learning for mioaiéd-

ing [17]. In contrast to JAM and BODHI, Papyrus can not only
move models from site to site, but can also move data when such
a strategy is desirable. Papyrus is a specialized systemrhvii
designed for clusters while JAM and BODHI are designed féada
classification. These are reviewed in details in [21].

Most of the previously proposed AEDM systems are used to im-
prove the performance of one specific DM task. To the best know
edge of the authors, there have been only few AEDM systents tha
define a generic framework for the AEDM approach. An early at-
tempt was IDM [9], a multiple agent architecture that attésrp
do direct DM that helps businesses gather intelligence tatheir
internal commerce agent heuristics and architectures Rib Kin
[5] a generic task framework was introduced but was desigoed
work only with spatial data. The most recent system is intoedl
in [15] where the authors proposed a multi-agent systemawiqbe
a general framework for distributed DM applications. THe®rfto
embed the logic of a specific domain has been minimized and is
limited to the customization of the user. However, althoiiglocus-
tomizable feature is of a considerable benefit, it still isegiusers
to have very good DM knowledge.

To make up for such a weakness, many researchers have inves3, EMADS OVERVIEW

tigated more advanced approaches of combining local mbdéts
at different sites. Most of these approaches are agentdhdagh
level learning strategies.

One of the earliest references to AEDM can be found in Kar-
gupta et al. [20] who describe a parallel DM system (PADMA)
that uses software agents for local data accessing andsaand
a web based interface for interactive data visualizatiohDRA
has been used in medical applications. They describe dbditsd
DM architecture and a set of protocols for a multi-agentvsafe
tool. Peng et al. [26] presented an interesting comparistweden
single-agent and multi-agent text classification in terfna oum-
ber of criteria including response time, quality of clagsifion, and
economic/privacy considerations. Their results indicate unex-
pectedly, in favour of a multi-agent approach.

A popular AEDM approach is described in the METAL project
[25] whose emphasis is on helping the user to obtain a raniing
suitable DM algorithms through an online advisory systerocd@et-
sky et al. [16] correctly consider that the core problem irDAEis
not the DM algorithms themselves (in many case these arawell
derstood), but the most appropriate mechanisms to allontage
collaborate. Gorodetsky et al. present an AEDM system t@geh
distributed DM and, specifically, classification. A moreeetsys-
tem, proposed in [24], uses the MAGE middleware [29] to build
an execution engine that uses a directed acyclic graph neaiare
the representation of KDD process. In [11] a multi-agentesys
F-Trade has been proposed. It is a web-based DM infrasteictu
for trading and surveillance support in capital markets.

A high level view of the framework conceptualization showvin
the various categories of agents and their contributorsvengn
Figure 1. The housekeeping (DF and AMS) agents are spexdaliz
server agents that are responsible for helping agents &ed@ne
another. They do not participate in problem-solving; thely play
arole of a facilitator in the system. Note that any systenfigana-
tion is not limited to single MAS. Larger systems can be assdech
from multiple MASs, each having the sort of structure shown i
Figure 2.

3.1 System Structure

The EMADS framework has several different modes of opera-
tion according to the nature of the participant. Each modepof
eration has a corresponding categoryJser Agent. Broadly, the
supported categories are:

e Developers: Developers are participants, who have full ac-
cess and may contribute DM algorithms in the fornDafta
Mining Agents (DM Agents).

e Data Miners: These are participants, with restricted actes
the system, who may pose DM requests through User Agents
andTask Agents (see below for further details).

e Data Contributors: These are participants, again withictstl
access, who are prepared to make data available, by launch-
ing Data Agents, to be used by DM agents.
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The various categories of agents are illustrated in Figui2M
agents, Task Agents, User Agents and Data Agents. DMagentsa  Figure 2: EMADS Architecture as Implemented in Jade
usually specialist agents that posses an algorithm for ticpkar
DM task or sub-task. DM agents may be based on legacy appli-
cations, in which case the agent may be little more than aperap  In particular the main container holds an Agent Managemgat S
that calls a pre-existing API (see subsection 3.3 for furtieail). tem (AMS) agent and a Directory Facilitator (DF) agent. Tée t
Note that, before interaction with EMADS can commence, ap- Minology used is taken from the JADE (Java Agent Developjnent
propriate software needs to be downloaded and launchedeby th [7] framework in which the framework is implemented. Briefiie
participant. Note also that any individual participant nieyas a ~ AMS agent is used to control the life cycles of other agentién

user, contributor and developer at the same time. platform, and the DF agent provides an agent lookup sertoth
Conceptually the nature of the requests that may be posted bythe main container and the remaining containers can hoidugr

users is extensive. In the current demonstration impleatient, DM agents. Note that the EMADS main container is located en th

the following types of generic request are supported: EMADS host organisation site, while the other containery tma

held at any other sites worldwide.

e Find the “best” classifier (to be used by the requester at some  Figure 2 presents the EMADS architecture as implemented in
later date in off line mode) for a data set provided by the.user JADE. It shows a sample collection of several applicatioarag
and housekeeping agents, organized as a community of pears b
common relationship to each other.
With reference to Figure 2, a user agent runs on the user’s lo-
e Find a set of Association Rules (ARs) contained within the cal host and is responsible for: (i) accepting user inpujuest),
data set(s) provided by the user. (i) launching the appropriate Task Agent to processes see te-
e quest, and (iii) displaying the results of the (distribytedmpu-
tation. The user expresses a task to be executed using standa
interface dialogue mechanisms by clicking on active araahe
interface and, in some cases, by entering thresholds vahots
that the user does not need to specify which agent or agemtisdsh
be employed to perform the desired task. For instance, ifjthes-
tion “What is the best classifier for my data?” is posed in theru
interface, this request will trigger a Task Agent. The TagleAt
requests the facilitator to match the action part of the esttio
capabilities published by other agents. The request is rinated
by the Task Agent to the appropriate agents to execute theseq
this will typically involve communication among variousleeant
agents within the system. On completion the results aretsmit
to the user agent for display.
The key elements of the operation of EMADS that should be

e Find the “best” classifier for the indicated data set (i.e-pr
vided by some other participant).

e Find a set of Association Rules (ARs) contained within th
indicated type of data set(s) (i.e. provided by other piartic
pants).

In the above a “best” classifier is defined as a classifier tlilat w
produce the highest accuracy on a given test set (identifictieb
mining agent) according to the detail of the request. Toinlitse
“best” classifier EMADS will attempt to access and commutgca
with as many classifier generator DM agents as possible and se
lect the best result. The classification style of user requés
be discussed further in subsection 4.2 to illustrate theatjpe of
EMADS in more detail.

The Association Rule Mining (ARM) style of request is dis-
cussed further in subsection 4.1. The scenario investgatee
is one where an agent framework is used to implement a form of

Meta-ARM where the results of the parallel application of AR noted are:
a collection of data sets, with not necessarily the samensalit 1. The mechanism whereby a collection of agents can be har-
conforming to a global schema, are combined. Some furthailsle nessed to identify a “best solution”.

of this process can be found in Albashiri et al. [3, 4] 2. The process whereby new agents connect to the facilitator

3.2 Agent Interactions and registering their capability specifications.

Conceptually the EMADS system is a hybrid peer to peer agent 3 Thatthe interpretation and execution of a task is a disted
based system comprising a collection of collaborating tytrat process, with no one agent defining the set of possible inputs
exist in a set of containers. Agents may be created and bared to the system.
to the system by any user/contributor. One of these conittee 4. That a single request can produce cooperation and flexible
main container, holds a number of housekeeping agents tbat p communication among many agents spread across multiple

vide various facilities to maintain the operation of thenfiework. machines.



3.2.1 Agent Cooperation

to new requirements or changes in existing requirementslingd

Cooperation among the various EMADS agents is achieved via @ New data source or DM techniques should be as easy as adding

messages expressed in FIPA ACL and is normally structudar
a three-stage process:

1. Service Registrationwhere providers (agents who wish to
provide services) register their capability specifications with
a facilitator.

2. Request Postingvhere User Agentgéquesters of services)
construct requests and relay them to a Task Agent,

3. Processingwhere the Task Agent coordinates the efforts of

new agents to the system. The desired extendibility is aeHiby a
system of wrappers. EMADS wrappers are used to “wrap” up DM
artifacts so that they become EMADS agents and can comntanica
with other EMADS agents. Such EMADS wrappers can be viewed
as agents in their own right that are subsumed once they feare b
integrated with data or tools to become EMADS agents. Thewra
pers essentially provide an application interface to EMARS has
to be implemented by the end user, although this has beegndeki
to be a fairly trivial operation.

In the current demonstration EMADS system two broad cate-

the appropriate service providers (Data Agents and DM Ag)ent gories of wrapper have been defined: (i) data wrappers grtddii

to satisfy the request.

Note that Stage 1 (service registration) is not necessianihye-
diately followed by stage 2 and 3, it is possible that a prevkr-
vices may never be used. Note also that the facilitator (theudd
AMS agents) maintains a knowledge base that records théitapa
ities of the various EMADS agents, and uses this knowledgesto
sist requesters and providers of services in making canfdlcen a
service provider (i.e. Data Agent or DM Agent) is createdydtkes
a connection to a facilitator, which is known as pegent facilita-
tor. Upon connection, the new agent informs its parent fatilita
of the services it can provide. When the agent is neededatiie f
tator sends its address to the requester agent. An impetanent
of the desired EMADS agent cooperation model is the funation
the Task Agent; this is therefore described in more detathin
following subsection.

3.22 The Task Agent

A Task Agent is designed to handle a user request. This iagolv
athree step process:

1. Determination of whom (which specific agents) will execut
arequest;

2. Optimization of the complete task, including parallation
where appropriate; and

3. Interpretation of the optimized task.

Thus determination (step 1) involves the selection of onmore
agents to handle each sub-task given a particular requesto-I
ing this, the Task agent uses the facilitator’s knowledg¢hefca-
pabilities of the available EMADS agents (and possibly dfeot
facilitators, in a multi-facilitator system). The facdior may also
use information specified by the user (such as thresholesgalin

wrappers; the first is used to create data agents and thedsezon
create DM agents. Each is described in further detail inoHevi-
ing two subsections.

3.3.1 DataWrappers

Data wrappers are used to “wrap” a data source and conséguent
create a data agent. Broadly a data wrapper holds the laddil®
path) of a data source, so that it can be accessed by othetisagen
and meta information about the data. To assist end users iygth
plication of data wrappers a data wrapper GUI is availablaceD
created, the data agent announces itself to the DF agentase-c
guence of which it becomes available to all EMADS users.

3.3.2 Tool Wrappers

Tool wrappers are used to “wrap” up DM software systems and
thus create a mining agent. Generally the software systeiths w
be DM tools of various kinds (classifiers, clusters, assmriaule
miners, etc.) although they could also be (say) data nozaali
tion/discretization or visualization tools. It is intertéhat the
framework will incorporate a substantial number of differéool
wrappers each defined by the nature of the desired 1/0 which in
turn will be informed by the nature of the generic DM taskst tha
it is desirable for EMADS to be able to perform. Currently the
research team has implemented two tool wrappers:

1. The binary valued data, single label, classifier generato

2. The data normalization/discretization wrapper.
Many more categories of tool wrapper can be envisaged. Minin
tool wrappers are more complex than data wrappers becatise of

different kinds of information that needs to be exchanged.
In the case of a “binary valued, single label, classifier gaioe’

processing a request, an agent can also make use of a vdriety owrapper the input is a binary valued data set together witta ime

capabilities provided by other agents. For example, antaggm
request data from Data Agents that maintain shared dataoftie
mization step results in a request whose interpretatiohregjuire

formation about the number of classes and a number slottote al
for the (optional) inclusion of threshold values. The otftistthen
a classifier expressed as a set of Classification Rules (CRs).

as few communication exchanges as possible, between the Tas with data agents, once created, the DM agent announce themse

Agent and the satisfying agents (typically DM Agents andaDat
Agents), and can exploit the parallel processing capadslitf the
satisfying agents. Thus, in summary, the interpretatioa tdsk
by a Task Agent involves: (i) the coordination of requesteated

at the satisfying agents, and (ii) assembling the respoimtesa
coherent whole, for return to the user agent.

3.3 System Extendibility

One of the principal objectives of the EMADS framework is to
provide an easily extendable framework that can accept rsa d
sources and new DM techniques. In general, extendibility lzea

to the DF agent after which they will becomes available fa tes
EMADS users.

For example, in the case of the data normalization/diszattin
wrapper, the LUCS-KDD (Liverpool University Computer Suie
- Knowledge Discovery in Data) ARM DN (Discretization/ Nor-
malization) softwaré is used to convert data files, such as those
available in the UCI data repository [8], into a binary fotrsait-
able for use with Association Rule Mining (ARM) applicat®n
This tool has been “wrapped” using the data normalizatisofdtization
wrapper.

defined as the ease with which software can be modified to adapthttp: //www.csc.liv.ac.uk/ frans/KDD/Software/



4. SYSTEM DEMONSTRATION

Perhaps the best way to obtain an intuitive sense of how the

framework typically functions is to briefly look at an exampf
how it has been applied to real world scenarios. The follgvginb-
sections describe two demonstration applications (Sts)am-
plemented within the EMADS framework.

The first (discussed further in subsection 4.1) is a disteitbu

meta mining scenario where EMADS agents are used to merge the

results of a number of ARM operations, a process referredsto a
meta-ARM, to produce a global set of Association Rules (ARs)
The challenge here is to minimise the communication ovethea
a significant issue in distributed and parallel DM (regasslef
whether it is implemented in an agent framework or not).

The second scenario (subsection 4.2) is a classificatiorasoe
where the objective is to generate a classifier (predicttigdfito
EMADS user’s specified data set.
within the DM research community, for reasons that remain un
clear but are concerned with the nature of the input datattleae
is no single “best” classification algorithm. The aim of thescond
scenario is therefore to identify a “best” classifier givgrasticular
data set. Best in this context is measured in terms of cleagdn
accuracy. This experiment not only serves to illustrateatheanta-
geous of EMADS but also provides an interesting comparig@n o
variety of classification techniques and algorithms.

4.1 Meta ARM (Association Rule Mining) sce-
nario

The termmeta mining is defined, in the context of EMADS, as
the process of combining the individually obtained resoits ap-
plications of a DM activity. The motivation behind the sceoa
is that data relevant to a particular DM application may beedv
and maintained by different, geographically dispersedaoiza-
tions. There is therefore a “privacy and security” issuéygmy
preserving issues [1] are of major concerns in inter enigi®M
when dealing with private databases located at differeas sOne
approach to addressing the meta mining problem is to adoist a d
tributed approach. The meta mining scenario considered iser
a meta Association Rule Mining (meta ARM) scenario where the
results ofN ARM operations, byN agents, are brought together.

4.1.1 Dynamic Behaviour of System for Meta ARM
operations

The meta ARM EMADS illustration described here was used to
identify the most efficient Meta ARM agent process given a hum
ber of alternatives. The first algorithm was a bench mark-algo
rithm, against which other Meta ARM algorithms were compare
Four comparison meta ARM algorithms were constructed @pri
Brute Force, Hybrid 1 and Hybrid 2). Full details of the aligfoms

It has been well established
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Figure 3: Effect of number of data sources

ARM process depending on the nature of the meta ARM algorithm
used.

The meta ARM scenario comprises a set\bflata agents and
N+ 1 DM agents:N ARM agents and one meta ARM agent. Note
that each ARM agent could have a different ARM algorithm asso
ciated with it, however a common data structure was assumed t
facilitate data interchange. The common data structure wees a
T-tree [12], a set enumeration tree structure for storiegisets.
Once generated the local T-trees were passed to the Meta ARM
agent which created a global T-tree. During the global &-gen-
eration process the Meta ARM agent interacted with the wuario
ARM agents in the form of the exchange of RTD lists.

4.1.2 Experimentation and Analysis

To evaluate the five Meta ARM algorithms (including the bench
mark algorithm), in the context of the EMADS vision, a number
of experiments were conducted. These are described angzadal
in this subsection. The experiments were designed to amdhe
effect of the following:

can be found in [3]. In each case it was assumed that each data

source would produce a set of frequent sets, using some ARM al
gorithm, with the results stored in a common data structlinese

data structures would then be merged in some manner through a

process of agent collaboration. Each of the Meta ARM alporg
made use of a Return To Data (RTD) lists, one per data setyto co
tain lists of itemsets whose support was not included in tiggral
ARM operation and for which the count was to be obtained by a re
turn to the raw data held at a data agent. The RTD lists coeybris
zero, one or more tuples of the forl, sup >, wherel is an item
set for which a count is required asdp is the desired count. RTD
lists are constructed as a meta ARM algorithm progressesn®u
RTD list construction theup value will be 0, it is not until the RTD
listis processed that actual values are assignegitoThe process-
ing of RTD lists may occur during, and/or at the end of, theanet

1. The number of data sources (data agents).

2. The size of the data sets (held at data agents) in terms of
number of records.

3. The size of the data sets (held at data agents) in terms of
number of attributes.

Experiments were run using two Intel Core 2 Duo E6400 CPU
(2.13GHz) computers with 3GB of main memory (DDR2 800MH2z),
Fedora Core 6, Kernel version 2.6.18 running under Linuxepkc
for the first experiment where two further computers runninder
Windows XP were added. For each of the experiments we mea-
sured:

e Processing time (seconds/mseconds),
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e The size of the RTD lists (Kbytes), and
e The number of RTD lists generated.

Note that the authors did not use the well known IBM QUEST
generator [2] because many different data sets (with theasam
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Figure 5: Classification Task Sequence Diagram.

ori Meta ARM approach coped best with a large number of data
sources, while the Brute Force and Hybrid 1 approaches dogstd
with increased data sizes (in terms of column/rows).

4.2 Classifier Generation scenario

In this subsection the operation of EMADS is illustratedhe t
context of a classifier generation task, however much of the d
cussion is equally applicable to other generic DM tasks. Sde
nario is that of an end user who wishes to obtain a “best” flass
founded on a given, pre-labelled, data set; which can thespbe
plied to further unlabelled data. The assumption is thatgikien
data set is binary valued and that the user requires a dialgéd-as
opposed to a multi-labelled, classifier. The request is mesitey
the individual's user agent which in turn will spawn an agprate

put parameters) were required and it was found that the QUEST task agent.

generator always generated the same data given the sam@#pu
rameters. Instead the authors used the LUCS KDD data gerferat
Figure 3 shows the effect of adding additional data soursexgyu
the four Meta ARM algorithms and the bench mark algorithnr. Fo
this experiment thirteen different artificial data setsevgenerated
and distributed among four machines using 4 (average number
of items per transactiond)l = 20 (Number of attributes]p = 100k
(Number of transactions. Note that the slight oscillatiomshe
graphs result simply from a vagary of the random nature ofdabe
data generation.

For this scenario the task agent interacts with mining agtatt
hold single labelled classifier generators that take binatyed
data as input. Each of these mining agents is then accessed an
a classifier, together with an accuracy estimate, requesiette
received the task agent selects the classifier with the beatacy
and returns this to the user agent.

The DM agent wrapper in this case provides the interface that
allows input of: (i) the identifier for the data set to be cified,
and (ii) the number of class attributes (a value that themgiaigent
cannot currently deduce for itself); while the user agetgrface

Figure 4 demonstrates the effect of increasing the number of allows input for threshold values (such as support and cenée

records. The input data for this experiment was generatqutdsy

ducing a sequence of ten pairs of data sets (with T =4, N =20)

representing two sources on two differentmachines. Fraaplgr
3(a) it can be seen that the Brute Force and Hybrid 1 algosthm
work best because the size of the return to data lists aréelihais

no unnecessary candidate sets are generated. This isatkdin
graph 3(b). Graph 3(b) also shows that the increase in psoes
time in all cases is due to the increase in the number of record
only; the size of the RTD lists remains constant throughsutaes
the number of RTD lists generated (graph 3(c)).

Figure 3 and 4 also indicate, at least with respect to meta ARM
that EMADS offers positive advantages in that all the MetaMAR
algorithms were more computationally efficient than thedbemark
algorithm. The results of the analysis also indicated thatApri-

http : //www.csc.liv.ac.uk/ frans/KDD/Software//LUCS —
KDD — DataGen/

values).

The output is a classifier together with an accuracy meaduare.
obtain the accuracy measures the classifier generators gehts)
build their individual classifier using the first half of thepiut data
as the “training” set and the second half of the data as thst"“te
set. An alternative approach might have been to use Ten Qabss
idation (TCV) to identify the best accuracy. It should beewbthat
the objective here is to return a classifier, using TCV tessifeers
will be built and thus one of them would have to be selected.

From the literature there are many reported techniquetaiai
for generating classifiers. For the scenario reported Hexeati-
thors’ used implementations of eight different algoritims

1. FOIL (First Order Inductive Learner) [28]: The well estab

STaken from the LUCS-KDD repository

> at http
//www.csc.liv.ac.uk/ frans/KDD/Software/



Table 1: Classification Results

Data Set Classifier| Accuracy | Time(sec)
connect4.D129.N67557.C3 RDT 79.76 502.65
adult.D97.N48842.C2 IGDT 86.05 86.17
letRecog.D106.N20000.C26 RDT 91.79 31.52
anneal.D73.N898.C6 FOIL 98.44 5.82
breast.D20.N699.C2 IGDT 93.98 1.28
congres.D34.N435.C2 RDT 100 3.69
cylBands.D124.N540.C2 | RDT 97.78 41.9
dematology.D49.N366.C6 | RDT 96.17 11.28
heart.D52.N303.C5 RDT 96.02 3.04
auto.D137.N205.C7 IGDT 76.47 12.17
penDigits.D89.N10992.C1Q RDT 99.18 13.77
soybean.D118.N683.C19 | RDT 98.83 13.22
waveform.D101.N5000.C3 | RDT 96.81 11.97

lished inductive learning algorithm for the generation <
sification Association Rules (CARS).

. TFPC (Total From Partial Classification): A CAR generator
[13] founded on the P and T-tree set enumeration tree data
structures.

3. PRM (Predictive Rule Mining) [32]: An extension of FOIL.

. CPAR (Classification based on Predictive AssociatioreRul
[32]: A further development from FOIL and PRM.

. IGDT (Information Gain Decision Tree) classifier: An im-
plementation of the well established C4.5 style of decision
tree based classifier using information gain as the “spgjtti
criteria”.

. RDT (Random Decision Tree) classifier: A decision treetas
classifier that uses most frequent current attribute assiblé-
ting criteria”.

. CMAR (Classification based on Multiple Association Rijles
A well established Classification Association Rule Mining
(CARM) algorithm [23].

. CBA (Classification Based on Associations): Another well
established CARM algorithm [22].

These were placed within an appropriately defined tool weapp
to produce eight (single label binary data classifier ggoer®M
agents. This was found to be a trivial operation indicathmger-
satility of the wrapper concept.

Thus each mining agent’s basic function was to generatesa cla
sification model using its own classifier and provide thishetask
agent. The task agent then evaluates all the classifier sadel
chooses the most accurate model to be returned to the usdr age
The negotiation process amongst the agents is representie b
sequence diagram given in Figure 5 (the figure assumes that ap
propriate data agents exist). The figure inclutieslassification
agents. The sequence of processing events commences \gigh a u
agent which spawns a (classification) task agent, whichrman-
nounces itself to the DF agent. The DF agent returns a lidaeée
fier DM agents that can potentially be used to generate theedes
classifier.

The task agent then interacts with these DM agents who each
generate a classifier and return statistical informatiganmging the
accuracy of their classifier. The task agent selects the Dévitaat
has produced the best accuracy and requests the assod#ssid ¢
fier; this is then passed back to the user agent.

4.2.1 Experimentation and Analysis

To evaluate the EMADS classification scenario, as descabeue,
a sub-set of the data sets available at the UCI machine fepdaita
repository [8] were used (preprocessed by data agents stheya
were discretized/normalized into a binary form). The resate
presented in Table 1. Each row in the table represents aparti
ular request and gives the name of the data set, the seleesed b
algorithm as identified from the interaction between the EDSA
agents, the resulting best accuracy and the total EMADSuexec
tion time from creation of the initial Task Agent to the findlgst”
classifier being returned to the user agent. The naming atiove
used in the Table is that: D equals the number of attributiéer(a
discretization/normalization), N the number of recordd &nthe
number of classes (although EMADS has no requirement for the
adoption of this convention).

The results demonstrate firstly, that EMADS can usefully be
adopted to produce a best classifier from a selection ofifirss
Secondly, that the operation of EMADS is not significantlp-hi
dered by agent communication overheads, although thisdrmas s
effect. Generation time, in most cases does not seem to lssa, i
so further classifier generator mining agents could easilgdred.
The results also reinforce the often observed phenomenéhtra
is no single best classifier generator suited to all kindsaté.d

5. CONCLUSIONS

This paper described EMADS, a multi-agent framework for DM.
The architecture provides a framework for the constructioc op-
eration of distributed software agents. The principal atkges
offered by the system are that of experience and resourecmgha
flexibility and extendibility, and (to an extent) protecti@f pri-
vacy and intellectual property rights. The use of a singtdifator
offers both advantages and weaknesses with respect td#itala
and fault tolerance. On the plus side, the grouping of aifatolr
with a collection of agents provides a faster look-up servidow-
ever, even though the intention is that the facilitator sissagents
in finding one another and then to “step aside” while othen&ge
communicate over a direct, dedicated channel so as to graven
communication bottleneck; there is still the potential #ofacili-
tator to become a critical point of system failure. Furtherkvin
this area is therefore required, one solution is to use niane bne
facilitator deployed on multiple machines for a better faalerant
platform.

The framework’s operation is illustrated using both metaVAR
and classification scenarios. Extendibility is presentgdstow-
ing how wrappers are used to incorporate existing softwat@ i
EMADS. Experience to date indicates that, given an appatgri
wrapper, existing DM software can very easily be packagdzkto
come a DM agent. Flexibility is illustrated using a classifion
scenario. Information hiding is illustrated in that useeed have
no knowledge of how any particular piece of DM software works
or the location of the data to be used.

A good foundation has been established for both DM research
and genuine application based DM. Itis acknowledged tleattin-
rent functionality of the framework is limited to classifitmn and
meta ARM. The research team is at present working towards in-
creasing the diversity of mining tasks that can be addreSteete
are many directions in which the work can (and is being) taken
forward. One interesting direction is to build on the wealfhis-
tributed DM research that is currently available and pregtais in
an MAS context. The research team is also enhancing thensgste
robustness so as to make it publicly available. It is hopatidhce
the system is live other interested DM practitioners wilpbepared



to contribute algorithms and data.
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