
Towards The Collection of Census Data From
Satellite Imagery Using Data Mining: A Study
With Respect to the Ethiopian Hinterland

Kwankamon Dittakan, Frans Coenen and Rob Christley

Abstract The collection of census data is an important task with respect to pro-
viding support for decision makers. However, the collection of census data is also
resource intensive. This is especially the case in areas which feature poor commu-
nication and transport networks. In this paper a method is proposed for collecting
census data by applying classification techniques to relevant satellite imagery. The
test site for the work is a collection of villages lying some 300km to the northwest of
Addis Ababa in Ethiopia. The idea is to build a classifier that can label households
according to “family” size. To this end training data has been obtained, by collecting
on ground census data and aligning this up with satellite data. The fundamental idea
is to segment satellite images so as to obtain the satellite pixels describing individual
households and representing these segmentations using a histogram representation.
By pairing each histogram represented household with collated census data, namely
family size, a classifier can be constructed to predict household sizes according to
the nature of the histograms. This classifier can then be used to provide a quick and
easy mechanism for the approximate collection of census data that does not require
significant resource.
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1 Introduction

A census is a collection of information about the nature of a population of a given
area. Census collection tends to be undertaken using a questionnaire format. Ques-
tionnaires are usually either distributed by post or electronically for self-completion,
or completed by field staff. There are many problems associated with the collection
of census data, especially in the case of national censuses. The first problem is cen-
sus budget, the collection of census data requires a considerable resource in terms
of money and “manpower”. Another problem is the cost of processing the data after
it has been collected. A third issue is that there is often a lack of good will on behalf
of a population to participate in a census, even if they are legally required to do so,
because people are often suspicious of the motivation behind censuses (especially
when collected by government organisations) [7]. These problems are compounded
in areas where there are poor communication and transport infrastructures; and/or
an extensive, but sparsely populated, hinterlands.

The solution proposed in this paper is founded on the idea of constructing clas-
sifiers that can predict census information according to the nature of satellite views
of households. In some areas, such as inner city areas, this is unlikely to be appro-
priate; however in sparsely populated rural areas, as will be demonstrated, this can
provide a effective and efficient mechanism for collecting census data. The funda-
mental idea of the proposed research is that, given a set of training data describing
households and their geographical locations, we can obtain satellite images of these
households and use image classification techniques to construct a classifier that can
be applied to the entire region and consequently automatically collect census data
at very low cost. Of course this will be an approximation, there is always a trade of
between resource reduction and accuracy; and, as already noted, is likely to be more
effective in rural and suburban areas, than in city centres and commercial areas.

The rest of this paper is organised as follows. In Section 2 some previous work
is presented. Section 3 then provides detail of the proposed census mining frame-
work, including reviews of the image enhancement, image segmentation, feature
representation and feature selection mechanisms adopted. Section 4 reports on the
evaluation of the framework (conducted using a sequence of experiments applied to
data collected from villages lying some 300km to the northwest of Addis Ababa in
Ethiopia). Finally, a summary and some conclusions are presented in Section 5.

2 Previous work

Satellite image interpretation offers advantages with respect to many applications.
Examples include: land usage, regional planning, forest area monitoring, forest
mapping, disease and fire detection and wild life studies [4, 13, 11]. The satellite
image interpretation technique proposed in this paper is founded on image classi-
fication, the process of applying classification techniques to image sets. A typical
generic image classification task is to label image data according to a predefined set
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of classes. In the context of satellite imagery; image classification has been used, for
example, for linking urban land cover (obtained from satellite imagery) with urban
function characteristics obtained from population census data [14]. However, there
is little reported work on the application of image classification techniques to satel-
lite image data for the purpose of census data collection although one example can
be found in [19] where classification techniques are applied to satellite images to
obtain information such as number of households, total population and urban popu-
lation at the sub-district level. The distinction between this work and that described
in this paper is that the proposed census mining framework operates at a much finer
level of granularity.

Image classification, and by extension satellite image classification, requires im-
ages to be represented in some form that lends itself to the application of image
classification techniques. There are many techniques that have been proposed for
representing image features. In general these can be separated into three categories:
(i) text based, (ii) semantic based and (iii) content based [10]. In the first category
images are represented simply using keywords which describe each image. In the
second category researchers have tried to capture the semantic meaning of images.
In the third category some general content such as colour, texture and shape, is used
to represent entire images or parts of images. The advantage of the third is that this
representation can be automatically generated, and thus this is the technique adopted
with respect to the work described in this paper where the proposed representation
is founded on image colour.

One method of encapsulating image colour is to represent the distribution of
colours using histograms [6, 12, 20]. This can be applied to entire images or parts
there of. In the case of the satellite imagery of interest we wish to capture the parts
of images that represent households. This in turn requires some segmentation pro-
cess. Image segmentation is the process of partitioning an image so as to identify
objects within the given image. Popular segmentation techniques include Threshold
segmentation [16, 17], Region-growing segmentation [2, 18], Edge-based segmen-
tation [15] and Texture-Based segmentation [24]. Because the households of inter-
est tended to be rectangular in shape, the Edge-based segmentation technique was
adopted for the purpose of identifying (segmenting) households.

3 Census Mining Framework

The proposed census framework is described in this section, the framework com-
prises six stages: (i) coarse segmentation, (ii) image enhancement, (iii) detailed seg-
mentation, (iv) representation, (v) feature section and (vi) classifier generation. The
proposed census mining framework takes as input a set of labelled satellite images,
feeds then into an appropriately trained classifier and outputs prescribed census data.
The nature of the classifier will depend on the nature of the desired census data.
Different types of census data will require different types of classifier. The focus of
the work describing in this papers is household size in terms of number of people
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normally resident in a given household. To build such a classifier suitable labeled
training data was required. To act as a focus for the work the research team arranged
for the manual collection of census data in a rural area lying some 300 km to the
northwest of Addis Ababa in Ethiopia (Figure 1), which could then be used to gen-
erate an appropriate training data set.

Fig. 1 The test site location: Harro district in Ethiopia (indicated by arrow)

The collected census data included geographical coordinates so that individual
households could be related to satellite imagery. The research team used Google
Earth imagery but clearly other forms of satellite imagery could equally well have
been used. The identified households could therefore be located and segmented so
that a collection of household images could be obtained. The first stage in the frame-
work was thus the coarse segmentation of satellite imagery to isolate individual
households or groups of households so that a collection of household sub-images
was arrived at. A typical satellite image is presented in Figure 2, satellite images
of this forum will thus first be roughly segmented to give N household sub-images.
Note that in some cases the sub-images may still contain several households.

The next stage in the process is image enhancement; this is briefly described
in Sub-section 3.1. Once suitable enhancement had been applied the third stage was
the detailed segmentation of the household sub-images so that individual households
could be identified. The proposed segmentation process is described in Sub-section
3.2. The fourth stage was to represent the images in such a way that some image
classification technique could be applied. As already noted in Section 2, there are
a great many image representation techniques that have been proposed in the liter-
ature. The technique used for the proposed census mining was founded on a his-
togram based representation from which various statistics could be extracted. The
acquired histogram data could then be coupled with class data (family size with
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Fig. 2 Example satellite image showing individual households (Harro district in Ethiopia)

respect to the evaluation presented in this paper) and used to generate the desired
classifier. The process for generating histograms is presented in Sub-section 3.3. It
is commonly accepted that not all features are significant with respect to individual
image classification tasks, and that it is desirable (for computational resource saving
reasons) to limit the dimensionality of the feature space, hence a feature selection
process was also applied. This is presented in Sub-section 3.4. Once a suitable set
of features had been identified, expressed in terms of a feature vector, a suitable
classifier generator could be applied (stage 6) to produce the final desired classifier.

3.1 Image Enhancement

This sub-section describes the image enhancement processes applied to the input
data. An example household sub-image, obtained from a satellite image of the form
shown in Figure 2, is presented in Figure 3(a). However, before image enhance-
ment can be applied it was first necessary to register and align the images so that
each household (delimited by its surrounding rectangular boundary) was aligned in
a north-south direction. The purpose of this registration and alignment was to fa-
cilitate future segmentation. The result is a shown in Figure 3(b), where the image
shown in Figure 3(a) has been appropriately aligned.

The main issue to be addressed during the image enhancement is that the colours
within the collected sub-images are frequently not consistent across the image set.
In our work histogram equalisation [11, 9, 8] was applied to the satellite image data



Kwankamon Dittakan, Frans Coenen and Rob Christley

Fig. 3 Sub-image processing

so as to obtain a consistent colour regime. The first step was to convert each RGB
colour represented images into an eight colour indexed image (as shown in Figure
3(c)), and then transform them to grayscale images to which histogram equalisa-
tion was then applied. Histogram equalisation is a method for image enhancement
directed at ensuring an equal colour distribution (Figure 3(d)). The process com-
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mences by selecting a reference image which is then used for normalisation pur-
poses with respect to the remaining images.

3.2 Image Segmentation

Once the image enhancement process was complete the next stage was to segment
the images so as to isolate individual households. It has already been noted that
the households of interest are typically defined by a rough rectangular boundary in
which buildings and related objects are located. We wished to segment these im-
ages so that these rectangular areas can be clearly isolated, however the boundaries
are frequently not well defined in that the edges are not continuous. Thus, for ex-
ample, region-growing segmentation techniques would be unlikely to perform well.
The Canny edge detection algorithm [3] and the Hough Transform [5] were thus
applied. Canny edge detection is an edge detection technique for identifying ob-
ject contours from intensity discontinuities. The Hough transform is a segmentation
technique suited for identifying imperfect instances of objects of certain predefined
shapes (such as a straight lines). Prior to applying Canny edge detection and the
Hough transform, contrast adjustment was applied to the images so that the house-
hold boundaries could be more readily distinguished. Canny edge detection was
then applied, the result is shown in Figure 3(e) were the detected edges have been
highlighted. As a result of applying the Hough transform, we have a collection of
“lines” as shown in Figure 3(f). Each line is defined by a start and end point, and a
ρ and θ value (length and direction).

We now need to fit a rectangle to this set of lines. This was achieved by applying a
Least squares approach [1] applied to each group of lines approximating to the top,
bottom, left and right sides of the rectangle. As results the rectangle surrounding
each household was demarcated by a pair of horizontal and a pair of vertical lines
(Figure 3(g)). The intersections of the lines can then be found so as to delimit the
surrounding rectangle in term of its four corners (Figure 3(h)). The final result is a
set of segmented household images as shown in Figure 3(i).

3.3 Features Representation

After the households have been segmented each had to be represented using some
appropriate mechanisms that serves to: (i) capture the salient features of the object
in a concise manner and (ii) permit the ready application of some classification algo-
rithm. As already noted above, a histogram based representation is proposed. Four
histograms were generated for each household describing the three RGB colour
channels and a grayscale version. Once the histograms had been generated (one
per household) two categories of feature could be extracted: histogram features and
statistical features. For the histogram features, each of the four histograms was di-
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vided into 16 “bins”, giving 64 features in total. Four categories of statistical feature
was considered: (i) general features (G), (ii) entropy features (E), (iii) grey-level co-
occurrence matrix features (M) [23] and (iv) wavelet transform features (W) [22].
The complete set of statistical features (19 in total) is presented in Table 1, the letter
in parenthesis behind each feature type indicates that category of the feature.

Table 1 Statistical features.
# Description # Description # Description
1 Average red (G) 9 Standard deviation (G) 16 Average approximation
2 Average green (G) 10 Entropy (E) coefficient matrix, cA (W)
3 Average blue (G) 11 Average Local Entropy (E) 17 Average horizontal
4 Average hue (G) 12 Contrast (M) coefficient matrix, cH (W)
5 Average saturation (G) 13 Correlation (M) 18 Average vertical
6 Average value (G) 14 Energy (M) coefficient matrix, cV (W)
7 Average grayscale (G) 15 Homogeneity (M) 19 Average diagonal
8 Mean (G) coefficient matrix, cD (W)

3.4 Feature Selection

The 64 histogram and 19 statistical features identified (as described above) were
used to describe each household. Prior to classifier generation, so as to reduce the
number of features to be considered to those that best served to distinguish between
different classes of household, a feature selection process was applied. Five feature
selection strategies were considered: (i) χ-squared, (ii) Gain Ratio, (iii) Informa-
tion Gain, (iv) One-R and (v) Relief-F. Note that the χ-squared measure evaluates
the “worth” of attributes by computing and comparing their χ-squared value. The
Gain ratio, as the name suggests, evaluates attributes by measuring gain ratio. In-
formation gain evaluates the attributes by evaluating the entropy of the class, which
characterises the purity of an arbitrary. The One-R (One Rule) feature selection strat-
egy comprises a simple classifier that generate a one-level classifier. The Relief-F
method is an instance-based technique, which randomises the instances and checks
the neighboring instances (records) for the same and different class labels.

4 Evaluation

To evaluate the proposed process, as already noted, labeled training data was col-
lected from a rural region 300km to the northwest of Addis Ababa in Ethiopia.
More specifically data was collected from the Horro district in the Oromia Region
of Ethiopia, an area bounded by the 9.5N and 9.8N parallels of latitude and the
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37.0E and 37.5E lines of longitude as shown in Figure 1. Data, including family
size, latitude and longitude for each household was collected by University of Liv-
erpool field staff in May 2011. The minimum and maximum family size was 2 and
10 respectively, the mean was 5.97 and the medium 6. Thus, for evaluation purposes
the households were divided into two classes: less than 7 people (“Small family”)
and greater or equal to 7 (“Large family”). The required household satellite im-
age data was extracted from GeoEye satellite images which had a 50 centimetres
ground resolution in Google Earth. The high resolution of these images made them
well suited with respect to the desired census mining because objects such as build-
ings and fields could easily be identified. Figure 2 presented a sample satellite image
covering part of the Harro district. From the Figure several households can clearly
be observed. In total, data for 30 households was processed for evaluation purposes.

An overview of the experimental set up is given by the schematic shown in Figure
4. The data was processed as described in Section 3 above. Data discretisation was
then applied to the selected features so that each continuously valued attribute was
converted into a set of ranged attributes. Then the classification learning methods
were applied. The Waikato Environment for Knowledge Analysis (WEKA) machine
learning workbench [21] was used for classifier generation purposes. 10-fold cross-
validation was used throughout. The performances of each classifier was recorded
in terms of: (i) accuracy, (ii) sensitivity, (iii) specificity, (iv) precision with respect
to the small family, (v) precision with respect to the large family, (vi) F-measure and
the (vii) ROC area1.

Extensive evaluation has been conducted with respect to the proposed techniques.
This section reports on only most significant results obtained (there is insufficient
space to allow for the presentation of all the results obtained). The evaluation pre-
sented in this paper were directed at four goals. The first was to determine the effect
of classification performance using either histogram features only, statistical fea-
tures only and a combination of the two (Sub-section 4.1). The second compared the
operation of the various suggested feature selection algorithms (Sub-section 4.2).
The third was directed at an analysis of the effect that the number of selected at-
tributes, K, had on performance (Sub-section 4.3). Finally, the fourth was directed
at determining the effect on classification performance as a result or using different
learning methods (Sub-section 4.4).

4.1 Data Representation (Histogram Attributes v. Statistical
attributes)

Three different data sets were generated, to conduct the experiments described in
this paper, in order to investigate the effect of different types of data on classifi-
cation performance. The three data set were as follow: (i) Histogram, comprised

1 For calculation of the evaluation metrics a confusion matrix with “small family” as the positive
class was used.
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Fig. 4 Schematic illustration the evaluation set up

of the 64 histogram bin attributes that may be extracted from the four different
identified histogram representations; (ii) Statistical, comprising the 19 attributes (in-
cluding general features, entropy features, grey-level co-occurrence matrix features
and wavelet transform measures); and (iii) Combined, which combined the two and
hence comprised 83 (64+19) attributes. For the experiments information gain was
used as the feature selection method together with K = 15 and a Bayesian Network
learning method because (as will be seen from the following reported results) it was
found these tended to generated the best performance. The value of K = 15 was
selected because initial experimentation (not report here) indicated that this was the
most appropriate. Table 2 shows the classification results produced using the three
data sets. Form the table it can be seen that the Combined data produced the best
overall classification performance, probably because of the greater quantity of data
(number of attributes) used to generate the classifier in this case. It is worth noting
that very good results were produced using the Combined data set.

4.2 Feature selection

Recall that five kinds of feature selection techniques were considered: (i) χ-squared
(ChiSquaredAttributeEval), (ii) Gain ratio (GainRatioAttributeEval), (iii) Informa-
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Table 2 Classification performance using data sets comprising different kinds of feature (K = 15,
Information gain feature selection and Bayesian Network learning).

Data Set Accu-
racy

Sensi-
tivity

Speci-
ficity

Precision
“Small”

Precision
“Large”

F-
Measure

ROC
Area

Histogram 0.867 0.882 0.846 0.882 0.846 0.882 0.923
Statistical 0.600 0.706 0.462 0.632 0.545 0.667 0.688
Combined 0.933 1.000 0.846 0.895 1.000 0.944 0.959

tion gain (InfoGainAttributeEval), (iv) One-R (OneRAttributeEval) and (v) Relief-
F (ReliefFAttributeEval). For the experiments used to compare these five methods
the Combined data set was used as this had been found to produce the best results
as established in the previous sub-section. K = 15 was again used together with a
Bayesian Network learning method forth the same reasons as before (because they
had been found to produce the best results). The results from the experiments are
present in Table 3. From the table it can be seen that the χ-square and Information
Gain feature selection techniques produced the best results; although, in the context
of the ROC area value, information gain outperformed the χ-squared measure, and
thus it can be concluded that information gain is the most appropriate measure in
the context of the census mining application considered in this paper.

Table 3 Classification performance using different feature selection techniques (Combined, K =
15 and Bayesian Network learning).

Selection techniques Accu-
racy

Sensi-
tivity

Speci-
ficity

Precision
“Small”

Precision
“Large”

F-
Measure

ROC
Area

χ-Square 0.933 1.000 0.846 0.895 1.000 0.944 0.928
Gain Ratio 0.900 1.000 0.769 0.850 1.000 0.919 0.950
Information Gain 0.933 1.000 0.846 0.895 1.000 0.944 0.959
One-R 0.800 0.941 0.615 0.762 0.889 0.842 0.851
Relief-F 0.733 0.941 0.462 0.696 0.857 0.800 0.928

4.3 Numbers of attribute

In order to investigated the effect on classification performance of the value of K a
sequence of experiments was conducted using a rang of values of K from 5 to 25
incrementing in steps of 5. For the experiments the Combined data and informa-
tion gain feature selection were used, because they had already been shown to pro-
duce good performance, together with Bayesian Network learning. Table 4 shows
the classification results produced. From the table it can be seen that K = 10 and
K = 15 produced the best performance, although, as in the case of the experiments
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conducted to find the most appropriate feature selection mechanism, when the ROC
area value was considered K = 15 produced a slightly better performance than when
K = 10 was used. Thus it can be concluded that K = 15 is the most appropriate mea-
sure in the context of census mining, as considered in this paper. It is conjectured that
low values of K did not provide a good performance because there was insufficient
data to built an effective classifier, while large values of K resulted in overfitting.

Table 4 The classification performances using different values for K (Combined, Information Gain
and Bayesian Network learning).

Number of attributes Accu-
racy

Sensi-
tivity

Speci-
ficity

Precision
“Small”

Precision
“Large”

F-
Measure

ROC
Area

5 attributes 0.900 1.000 0.769 0.850 1.000 0.919 0.946
10 attributes 0.933 1.000 0.846 0.895 1.000 0.944 0.950
15 attributes 0.933 1.000 0.846 0.895 1.000 0.944 0.959
20 attributes 0.900 0.941 0.846 0.889 0.917 0.914 0.964
25 attributes 0.900 0.941 0.846 0.889 0.917 0.914 0.946

4.4 Learning methods

Nine learning methods were considered with respect to the experiments directed at
identifying the effect of different learning methods on classification performance:
(i) Decision Tree (C4.5, J48 in WEKA), (ii) Naive Bayes Tree (NBTree), (iii)
Naive Bayes (NaiveBayes), (iv) Averaged One-Dependence Estimators (AODE),
(v) Bayesian Network (BayesNet), (vi) Radial Basis Function Network (RBF Net-
work), (vii) Sequential Minimal Optimisation (SMO), (viii) Neural Network (Multi-
layerperceptron) and (ix) Logistic Regression (Logistic). In each case the Combined
data, K = 15 and information gain feature selection was used. The results are pre-
sented in Table 5. From the table it can clearly be observed that Bayesian Network
learning outperformed all the other classifier generator algorithms considered. The
C4.5 decision tree generator produced substantially the worst performance.

5 Conclusion

In this paper a framework for remotely collecting census data using satellite im-
agery and data mining (classification) has been described. The main idea presented
in this paper is that classifiers can be built that classify household satellite images to
produce census data, provided an appropriate representation is used. The proposed
representation is founded on the idea of representing segmented households using
a histogram based formalism. The proposed framework was evaluated using differ-
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Table 5 Classification performance using different learning methods (Combined, Information
Gain and K = 15).

Learning methods Accu-
racy

Sensi-
tivity

Speci-
ficity

Precision
“Small”

Precision
“Large”

F-
Measure

ROC
Area

C4.5 0.600 0.765 0.385 0.619 0.556 0.684 0.643
Naive Bayes Tree 0.900 1.000 0.769 0.850 1.000 0.919 0.946
Naive Bayes 0.900 1.000 0.769 0.850 1.000 0.919 0.946
AODE 0.800 0.882 0.692 0.789 0.818 0.833 0.846
Bayesian Network 0.933 1.000 0.846 0.895 1.000 0.944 0.959
RBF Network 0.833 0.882 0.769 0.833 0.833 0.857 0.869
SMO 0.900 0.941 0.846 0.889 0.917 0.914 0.894
Neural Network 0.900 0.941 0.846 0.889 0.917 0.914 0.964
Logistic Regression 0.833 0.824 0.846 0.875 0.786 0.848 0.964

ent data sets, feature selection mechanisms, numbers of attributes (K) and learning
methods. The reported results demonstrate that the best performance was produced
using: (i) the Combined representation that combined histogram bin data with sta-
tistical information derived from the histograms, (ii) information gain as the feature
selection method, (iii) K = 15 and (iv) Bayesian Network learning. The best results
obtained were a sensitivity of 1.000 and a specificity of 0.846; these are extremely
good results indicated that accurate census data can be collected using the proposed
approach at a significantly reduced overall cost compared to traditional approaches
to collecting such data.
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