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Abstract Image classification is usually accomplished using primitive features 
such as colour, shape and texture as feature vectors. Such vector model based clas-
sification has one large defect: it only deals with numerical features without con-
sidering the structural information within each image (e.g. attributes of objects, 
and relations between objects within one image). By including this sort of struc-
tural information, it is suggested that image classification accuracy can be im-
proved. In this paper we introduce a framework for graph-based image classifica-
tion using a weighting scheme. The schema was tested on a synthesized image 
dataset using different classification techniques. The experiments show that the 
proposed framework gives significantly better results than graph-based image 
classification in which no weighting is imposed. 

1 Introduction 

Automated classification of images is an important research area for content-based 
image retrieval. The usual method to automate image classification is to use low-
level image features (e.g. colour, shape, texture) as feature vectors. Based on these 
feature vectors, traditional classification approaches can be employed to train clas-
sifiers. However, a prominent disadvantage of such a vector model is that it only 
uses numerical features and discards the structural information such as the rela-
tions between objects. In order to solve this defect, we proposed to make use of 
the structure of image information together with the numerical features for the 
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purpose of image classification. A simple approach to keep the structural informa-
tion of an image is to use digital image representation techniques; for instance, 
Quad-tree [9], Attributed Relational Graphs (ARGs) [21], etc. By modeling im-
ages as graphs, the task of image classification becomes one of classifying graphs; 
in other words the image mining problem is cast into a graph mining application. 

Given a collection of images modeled as graphs, we can extract frequent sub-
graphs (sub-graphs whose number of occurrences is greater than some minimum 
threshold) using an appropriate graph mining algorithm. It is conjectured that such 
frequent sub-graphs (patterns) could be useful in classification, although there is 
no theoretical proof of their effectiveness [5]. Inspired by this fact, we propose a 
frequent sub-graph based approach to classify graphs. Basically, the idea is sim-
ple; after we have extracted the set of frequent sub-graphs, we use these sub-
graphs to construct feature vectors. The identified feature vectors are then proc-
essed using traditional classification techniques. 

Due to the characteristics of the image representation technique used, the com-
putational complexity of the frequent sub-graph mining process may become very 
high; frequent sub-graph mining is recognized as a hard combinatorial problem. 
For example, quad-tree represented images contain relatively few distinct node 
and edge labels. So the required (sub) graph isomorphism testing becomes a sig-
nificant bottleneck within the overall graph (image) mining task. Furthermore, for 
quad-tree represented images, nodes nearer the root cover larger areas of the im-
age than nodes at the ends of branches. This fact means that the significance of 
each level of nodes in the quad-tree representation is different. In order to better 
capture the structural information within images, a weighting factor is needed to 
reflect the significance of individual nodes and edges. 

In the literature, previous work for frequent sub-graph mining assumes that 
equal importance is allocated to all the frequent sub-graphs among the graph data-
set. This is not always appropriate, as in the case of the quad-tree representation 
described above. In this paper we present an extension of the well known gSpan 
[23] frequent sub-graph mining algorithm by incorporating a weighting scheme. 
By combining graph mining approaches with weights, we can significantly reduce 
the time for searching patterns and at the same time enhance the accuracy of min-
ing applications that can be represented using weighted graphs.  

The main contributions of our paper are: (1) a framework for frequent sub-
graph based image classification and (2) an extension of the gSpan frequent sub-
graph mining algorithm to include a weighting scheme. The proposed weighting 
framework is flexible and works for other frequent sub-graph mining algorithms 
as well. The main benefits of weighted frequent sub-graph mining are enhanced 
efficiency without compromising classification accuracy with respect to image 
mining. 

The rest of the paper is organized as follows: We start with a short overview of 
recent work on graph-based image analysis in Section 2. The main components 
and weighted frequent sub-graph mining framework are described in Section 3. 



Section 4 gives experimental results. Some discussion and conclusions are pre-
sented in Section 5 and Section 6 separately. 

2 Background 

2.1 Graph Mining 
Graph mining is the process of discovering hidden patterns (frequent sub-graphs) 
within graph datasets. The graph mining task can be categorized as transaction 
graph mining or single graph mining. In transaction graph mining the dataset to be 
mined comprises a collection of small graphs (transactions). The goal is to dis-
cover frequent recurring sub-graphs across the dataset. In single graph mining the 
input of the mining task is one single large graph, and the objective is to find fre-
quent sub-graphs which occur within this single graph. Our weighted graph min-
ing algorithm adopts a transaction graph mining algorithm, because we represent a 
collection of images as a collection of graphs. In order to explain the rationale of 
our graph mining algorithm, we start with some definitions. 
 
Definition 1 (labeled graph) A labeled graph can be represented 
as ( ), , , , V EG V E L L u , where: V is a set of vertices, E V V⊆ ×  is a set of edges;  

VL and EL  are vertex and edge labels respectively; μ  is a label function that de-
fines the mappings VV L→  and EE L→ . 
Definition 2 (sub-graph) Given a pair of graphs ( )1 1 1 1 11 , , , , V EG V E L L u=                        
and ( )2 2 2 2 22 , , , , V EG V E L L u= , 1G is a sub-graph of 2G , if and only if  

( ) ( )1 2 1 1 2, ,V V v V u v u v⊆ ∀ ∈ =  , and ( ) ( ) ( )1 2 1 1 2, , , , ,E E u v E u u v u u v⊆ ∀ ∈ =  2G is 
also a super-graph of 1G . 
Definition 3 (graph isomorphism) For a pair of graphs 

( )1 1 1 1 11 , , , , V EG V E L L u= and ( )2 2 2 2 22 , , , , V EG V E L L u= , 1G is isomorphic to 2G , if 
and only if a bijection 1 2: V Vδ →  exists such 
that ( ) ( )( )1 1 2,v V u v u vδ∀ ∈ = , ( ) ( ) ( )( )1 1 2, , , ,V E Eα β α β δ α δ β∀ ∈ ∈ ⇔ ∈  
and ( ) ( ) ( ) ( )( )1 1 2, , , ,E u uα β α β δ α δ β∀ ∈ = . The bijection δ  is an isomorphism be-
tween 1G and 2G  
Definition 4 (sub-graph isomorphism) A graph 1G is sub-graph isomorphic to a 
graph 2G , if and only if there exists a sub-graph 2g G⊆  such that 1G  is isomorphic 
to g. 
 



Given a database of n graphs { }1 2, ,..., nGD G G G=  and a similarity func-
tion ( ),g Gσ , where g and G are graphs; then ( ), 1g Gσ =   if g is isomorphic to a 
sub-graph of G; otherwise ( ), 0g Gσ = . The support of a graph g in GD, denoted 
by ( ),g GDη , is defined as ( ) ( )1, ,k n kg GD g Gη σ≤ ≤∑= . The function ( ),g GDη  is 
therefore a measure of the frequency that a given sub-graph occurs in GD. A 
graph g is said to be frequent, if ( ),g GDη is greater than or equal to some thresh-
old. The frequent sub-graph mining problem is to find all frequent sub-graphs in a 
graph database GD. 

Frequent sub-graph mining algorithms have a wide application in bioinformat-
ics, chemical compound analysis, networks, etc. There are various algorithms re-
ported in the literature e.g. AGM [13], FSG [16], FFSM [12], and gSpan [23]. The 
hard core of graph mining algorithms is the (sub) graph isomorphism checking 
problem, which is known to be NP-complete [10]. How to efficiently generate 
sub-graph candidates and calculate the support of each candidate is a key to a suc-
cessful graph mining algorithm. 

2.2 Image Mining 
Generally speaking, image mining aims to discover implicit patterns among image 
databases. The fundamental issue of image mining is how to use low-level (primi-
tive) representations to extract high-level hidden patterns with efficiency and ef-
fectiveness. Image mining research mainly focuses on two directions. One is to 
extract the most discriminative features, which are suitable for traditional data 
mining techniques. The other involves finding patterns which describe the rela-
tions between high-level and low-level image features [11]. 

A great many image mining techniques exist in the literature such as: object 
recognition, image indexing and retrieval [2], image clustering and classification 
[22], association rule mining [1], neural network, etc. In this paper we are only fo-
cusing on the image classification task 

2.3 Image Representation 
Representing images as graphs can maintain the structural information of images. 
There are a number of techniques for graph based image representation. The main 
idea of graph based image representation is that the regions of the image, which 
contain similar properties, are denoted by graph nodes, and the relations between 
different regions are denoted by graph edges. The node and edge attributes usually 
describe the characteristics of that region and the relation between regions respec-
tively. A straightforward approach is that of Attributed Relational Graphs (ARGs) 
[21]. Within ARGs, images are first segmented into objects using a region grow-
ing algorithm, the objects are then represented by graph nodes and the relation-
ships between objects are represented by edges. Given ARGs, typical graph 
matching algorithms are usually employed to facilitate the image mining task. 

A quad-tree [9] is a widely used tree structure for representing images. The 
fundamental idea behind the quad-tree is that any image can be divided into four 



quadrants. Each quadrant can be further split into four equal-sized sub quadrants 
(NW, NE, SW and SE), and so on. The quad-tree decomposition is based on re-
cursively subdividing the sub-images until the imposed limit is met. In this paper, 
we use a quad-tree to represent each image, which is generated by our random im-
age generator3. We use GraphML [3] to represent our graphs (slightly extended to 
include a class field to support the training stage of the classifier generation proc-
ess). GraphML is a XML-based file format for graphs. 

2.4 Related Work 
The research work most directly related to ours is in the area of graph mining 
based approaches for image analysis. Jiang and Ngo [15] represented images as 
ARG graphs where the common patterns among images are discovered using an 
inexact maximum common sub-graph algorithm. Iváncsy [14] modeled the spatial 
structure of images as graphs instead of using the traditional perceptional features 
of images, such that the extracted frequent sub-graphs consist of the index struc-
ture of the image database. One shortcoming of this model is that the image index 
structure is only suitable for images comprising well segmented regions. Nowozin 
et al. [19] proposed a framework of weighted substructure mining with a linear 
programming boost classifier. The classification results have suggested that 
weighted frequent pattern mining algorithms are suitable for image classification. 

3 Proposed Framework 

Given a set of pre-labeled images generated by our random image generator, we 
model these images as quad-trees, and then output these quad-trees as GraphML 
formatted graphs. Having represented random images as graphs, we apply our 
weighted frequent sub-graph mining algorithm to extract weighted frequent sub-
graphs. The concept of weighted frequent sub-graph mining can be incorporated 
into a number of frequent sub-graph mining algorithms. In the implementation de-
scribed here we have chosen the well known gSpan algorithm [23] as our base fre-
quent sub-graph mining algorithm because it is efficient, effective and simple to 
implement. We use weighted support to extract frequent weighted sub-graphs in-
stead of the original simple support value. Finally, when we have discovered the 
frequent weighted sub-graphs, we use these sub-graphs as features and construct 
feature vectors for the original images. We then employ an appropriate classifier 
generator to produce an image classifier. The flowchart of the weighted graph-
based image classification framework is illustrated in Figure 1. 
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Figure 1 Framework of weighted graph-based image classification 

3.1 gSpan 
Our weighting scheme is flexible and can be applied to many graph mining algo-
rithms (e.g. AGM, FSG, etc.). We chose the gSpan algorithm because it outper-
forms many other algorithms e.g. AGM, FSG, and its data structure is simple to 
implement and integrate with our weighting scheme imposed. gSpan uses a DFS 
(Depth First Search) lexicographic order to define a minimum code to uniquely 
represent each graph. This is achieved by building a DFS code tree to model the 
relations among all graphs. Each node of a DFS code tree represents a DFS code. 
The ( )1 thn+  level of the tree has nodes which contain DFS codes for n-edge 
graphs. The n-edge graphs are produced by one edge growth from the thn  level of 
the tree. Several heuristics are used to prune the nodes in the DFS code search 
tree, significantly reducing the size of the search space. The pseudo-code of gSpan 
algorithm is described in Figure 2. 

3.2 Weighting Scheme 
In many real image mining applications, some image “objects” are more important 
while others are less important. Most existing graph mining algorithms do not take 
this into account, so that all the edges and sub-graphs are given equal importance. 
Our approach assumes that some sub-graphs in graphs and some edges and nodes 
of those sub-graphs have different importance. In this section, we will explain how 
to tackle the problem of different importance of sub-graphs using a weighting 
scheme to discover weighted frequent sub-graphs. Some essential definitions must 
be first introduced. 
 
Definition 5 (weight of edge) Let e be an edge of a graph, and { }1 2,  , ... , ng g g  
are n graphs in graph dataset GD. The weight of e is defined as 
( ) ( ) ( )1 ii ne e gω τ κ≤ ≤= ∑  , where ( )eτ  is the number of occurrences of  e in GD, 

and ( )igκ  is the size of graph ig , which equals the number of edges in that graph.  
 



 

Figure 2 Pseudo-code for gSpan algorithm 

Definition 6 (weight of graph) Let { }1 2, , ... , kig e e e=  be a graph consisting of k 

edges. The weight of ig  is defined as ( ) ( )1i j ij kg e gω ω≤ ≤= ∑  , where ( )jeω  is 

the edge weight, and ig  is the size of ig which equals the number of edges in ig . 
This weight is formulated as the average weight of edges in the graph. 
 
Definition 7 (weight factor of sub-graph) A sub-graph’s weight factor is defined 
as the ratio of the sum of graph weights in which this sub-graph occurs to the sum 
of all graph weights in the graph dataset. This can be formulated as: 
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Where, ( )GD g gsub k⊂∩ is the number of graphs in which gsub  occurs, GD  is the 

number of graphs in graph dataset GD, ( )w gk  is the graph weight. 
The weight factor derived in this manner is then used to quantify the actual im-

portance of each different sub-graph in a given graph dataset. The weighted sup-
port of a sub-graph can then be defined as the product of the number of occurrence 
of the sub-graph and the weight factor of the sub-graph. This can be formulated 
as: 

  ( ) ( ) ( )sub sub subws g f g wfs g= ×  

Where, ( )subf g  is the frequency of a given sub-graph, and ( )subws g  is the 
weighted support of the sub-graph. The goal of weighted frequent sub-graph min-
ing is then to find all the frequent sub-graphs whose weighted support is above a 
user specified minimum threshold. 
 
Definition 8 (frequent weighted sub-graph) Let β be a sub-graph. 
If ( )ws thresholdβ ≥ , then β  is called a frequent weighted sub-graph, otherwise β  
is called an infrequent weighted sub-graph. 
 
Theorem 1 If a weighted sub-graph is infrequent, then any super-graph of this 
sub-graph is also infrequent. 
 
Proof Let α be an infrequent weighted sub-graph, then ( ) ( )f wfs thresholdα α× < . 
Let β  be a super-graph of α , i.e. α β⊂ , then ( ) ( )f fα β≥ . Therefore 

( ) ( )wfs wfsα β≥ . So ( ) ( ) ( ) ( )f wfs f wfs thresholdβ β α α× ≤ × <  thus β  is an in-
frequent weighted sub-graph. 

3.3 Image Classification 
As described in Section 3.1, we use the weighted frequent sub-graph mining algo-
rithm to extract frequent weighted patterns (sub-graphs) from images. Given these 
frequent patterns, we build feature vectors upon them. The basic idea is that we 
use the number of frequent weighted sub-graphs as the number of features for 
each image. Thus the feature vectors are a two dimensional table. The number of 
rows corresponds to the number of images and the number of columns corre-
sponds to the number of features. Each feature value can be assigned by either the 
number of occurrences of that feature in each image or just binary values (1 for 
the existence of the feature in the image, 0 for the non-existence of the feature in 
the image). After we built the feature vectors for images, we can exploit a number 
of existing classification approaches to classifying images. 



4 Experimental Results 

4.1 Graph Dataset 
As noted above we developed a random image generator. We also produced an 
image processing tool to represent these images as quad-trees, and output these 
quad-trees as GraphML4 format graphs, which were further used for our graph 
mining work. Figure 3 gives some sample images generated using our random im-
age generator, noting that they are classified as either “landscape” or “seascape” 
according to content. 

4.2 Implementation 
In order to evaluate our weighting scheme, we implemented versions of gSpan 
with and without the weighting schema. A variety of classifier generators were 
also used: a decision tree algorithm ([20]), CBA, CMAR, and SVM (Support Vec-
tor Machine) classification algorithms for image classification test. CBA (Classifi-
cation based on Associations) is a classification association rule mining algorithm 
developed by Liu et al. [18]; CMAR (Classification based on Multiple Association 
Rules) is another classification association rule mining algorithm developed by Li 
et al. [17]. We adopted our existing Decision Tree, CBA, and CMAR implementa-
tions ([6], [7], [8]) for the experiments. For SVM, we adopted LIBSVM package 
[4] which employs RBF (Radial Basis Function) kernel. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3 Sample images by random image generator 
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4.3 Results 
From the above we tested the performance of weighted gSpan on our randomly 
generated image dataset and compared the result with our implementation of the 
original gSpan algorithm. The gSpan implementations were undertaken in Java. 
Figure 4 illustrates the runtime and the number of discovered frequent sub-graphs 
as the minimum support threshold is varied from 2% to 30%. Note that the mem-
ory consumption for weighted gSpan is much less than gSpan. For gSpan testing, 
we had to increase the heap size of the JVM (Java Virtual Machine) to 512 Mega-
bytes, in order to run it appropriately; while for weighted gSpan we were able to 
discover frequent patterns using the default JVM heap size. The runtime in Figure 
4(a) shows that weighted gSpan is much faster than gSpan. When the minimum 
support value is 10%, gSpan cannot complete the search within 10 minutes, but 
weighted gSpan can even handle the case when the minimum support value is 3% 
without any difficulty. Figure 4(b) displays the number of frequent sub-graphs 
discovered by these two algorithms. The number of frequent sub-graphs found us-
ing weighted gSpan is much less than that by gSpan. For example, if the support is 
9%, gSpan finds 197,460 frequent patterns in 539.6 seconds while weighted gSpan 
finds 1,130 frequent patterns in 9.8 seconds.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 (a) Runtime vs. support for a dataset of 500 random images 

 
All our experiments were carried out using a 1.86GHZ Intel Core 2 PC with 

2GB main memory, running Windows XP. As we mentioned in Section 3.4, there 
are two methods to calculate the value of each feature. One uses the number of oc-
currences of each feature in each image (we call this the numerical setting); the 
other uses the existence of each feature in each image as binary values (we call 
this the binary setting). We tested our framework on both settings. It appears that 



the performance of our framework using the binary setting is much better than that 
based on numerical settings. Especially using the decision tree algorithm, the clas-
sifier runs out of memory using some thresholds. Because of this, we concentrated 
on the binary setting in experiments to evaluate the effectiveness of classification. 
Table 1 illustrates the results obtained using a number of different classification 
algorithms. The first column is the data we used; the next two columns are the 
search time and support of mining frequent features and the last four columns are 
the accuracies for the various classification algorithms we adopted. For CBA, 
CMAR, SVM algorithms, the classification accuracy is tested on ten cross valida-
tion. The dataset displayed in the first column of Table 1 can be described by four 
parameters: (1) D, the number of features extracted, (2) N, the number of images 
generated by random image generator, (3) C, the number of pre-labeled class, (4) 
W, indicates that weighted graph mining used. Because we compared our 
weighted graph mining with graph mining without weightings, we put ‘W’ as suf-
fix of each dataset in order to differentiate the mining algorithms (for example, for 
the first two cells in first column of Table 1, ‘D3748.N120.C2’ and 
‘D331.N120.C2.W’, ‘D3748.N120.C2’ means feature vector constructed by origi-
nal graph mining algorithm without weight; ‘D331.N120.C2.W’ means feature 
vector constructed by weighted graph mining algorithm using the same dataset, 
which consists of 120 images with 2 classes). 

It is suggested by Table 1 that the performance of our framework is comparable 
with that of the standard graph mining algorithm based image classifiers with sig-
nificantly reduced search time and number of features generated under the same 
condition. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 (b) Frequent sub-graphs vs. support for a dataset of 500 random images 

 



5 Discussion 

During the testing of our framework, we found that the performance varied with 
different support values. Choosing the right support value to extract the most dis-
criminating features is still a problem, which merits further research. We also 
found that classification accuracy based on numerical setting is much lower than 
that based on binary settings. We are still not sure of the reason for this, and fur-
ther experimental work is therefore suggested. The irregular support values shown 
in Table 1 were chosen to enable the original gSpan algorithm to complete search-
ing within tolerable time. We keep the support value as low as possible in order to 
show the efficiency of our weighted frequent sub-graph mining algorithm. 

In our experiments, we only use synthetic data to test our framework, and fur-
thermore, only one method of image representation. It might be better to test our 
framework on real-life datasets and use different image representation techniques. 
 

Table 1 Classification results on different classifiers by binary valued feature vectors 

 
 
 
 
 

6 Conclusion 

Previous image classification work did not take into account the spatial relations 
that are evident in images. We believe, intuitively, that the accuracy of image clas-
sification can be improved by including spatial relations. We propose a framework 
of image classification by integrating the gSpan graph mining algorithm, with a 
weighting scheme. The graph mining algorithm is used to extract discriminative 
frequent spatial relations in the image. Such frequent patterns can be used to build 
feature vectors, which can be further processed by classical image mining tech-

Data Search 
Time  

Support C4.5 CBA CMAR SVM 

D3748.N120.C2 12.72s 33% 88.33% 80.83% 77.5% 80.83% 

D331.N120.C2.W 2.01s 33% 91.67% 84.17% 75% 83.33% 

D3859.N200.C2 26.63s 34%  91% 83.5% 83.5% 84.5% 

D328.N200.C2.W 3.20s 34%  100% 82.5% 77% 79% 

D1651.N293.C2 22.73s 40%  93.2% 73.4% 81.5% 83.62% 

D230.N293.C2.W 3.16s 40%  98.63% 82.89% 77.84% 79.5% 

D3125.N400.C2 25.74s 24% 78.5% 86% 90.5% 88% 

D270.N400.C2.W 2.75s 24% 86% 87.25% 84.5% 86% 

D3602.N500.C2 60.97s 34% 99.2% 80.4% 77.6% 85.4% 

D366.N500.C2.W 8.91s 34% 96.4% 81.8% 71.8% 81.4% 



niques. We demonstrate that our weighted approach provides efficiency advan-
tages over the non-weighted approach without compromising classification accu-
racy. 

We plan to further extend the work described here by using real-life images and 
adopting different ways of image representation. 
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