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Abstract. In this paper, we introduce an integration study which combines Data 

Mining (DM) and Agent Based Modeling and Simulation (ABMS). This study, 

as a new paradigm for DM/ABMS, is concerned with two approaches: (i) 

applying DM techniques in ABMS investigation, and inversely (ii) utilizing 

ABMS results in DM research. Detailed description of each approach is 

presented in this paper. A conclusion and the future work of this (integration) 

study are given at the end. 

Keywords: Agents, Agent Based Modeling and Simulation, Data Mining, KDD 
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1   Introduction 

Two promising fields of current studies in computer science are Data Mining (DM) 

and Agent Based Modeling and Simulation (ABMS). DM represents the process of 

identifying hidden and interesting knowledge in large amounts of data. It is “a 

multidisciplinary field, drawing work from areas including database technology, 

machine learning, statistics, pattern recognition, information retrieval, neural 

networks, knowledge-based system, artificial intelligence, high-performance 

computing, and data visualization” [22]. In the past decade, DM techniques have been 

widely applied in bioinformatics [43], e-commerce [35], financial studies [25], 

geography [30], marketing and sales studies [9, 38], etc. 

ABMS is “a new modeling paradigm and is one of the most exciting practical 

developments in modeling since the invention of relational databases” [32]. It has 

“connections to many other fields including complexity science, systems science, 

systems dynamics, computer science, management science, the social sciences in 

general, and traditional modeling and simulation” [28]. In the past decade, ABMS 



has been used to model real-life systems in a diversity of domains such as biology 

[14], manufacturing [39], computing [13] and economics [8] among others. This 

variety of applications demonstrates the acceptance of ABMS as a useful system 

modeling and simulation approach to gain knowledge regarding complex systems in 

such domains. The work presented in [6] cites three reasons for the importance of 

ABMS for social sciences: first, that other approaches have been proved not suitable 

for the modeling of these (social sciences related) systems; second, that the agent 

based approach is a natural representation of many social systems; and third, that the 

emergence property in agent based models is not easily achieved with other 

approaches. 

In this paper, we introduce the integration study of DM and ABMS (at a 

conceptual level). It is concerned with two approaches/directions: 

1. Applying DM in ABMS aiming to provide solutions to the open problem 

(further described in section 2.2) in ABMS investigation, based on DM 

techniques; and 

2. Applying ABMS in DM with the objective to surpass the data limitation (further 

described in section 2.4) of DM research, based on the simulation results of 

ABMS. 

It is also one objective of this work to make a call for a closer interaction of DM 

community and ABMS community. We believe that such interaction will benefit both 

fields. In the case of ABMS it can be used to provide more generalized methods for 

the validation of agent-based models. 

The rest of this paper is organized as follows. In section 2 we describe both ABMS 

and DM in detail as the background relevant to this study. Section 3 presents the 

approach of “Applying DM in ABMS”. In section 4, we propose the idea of 

“Applying ABMS in DM”. Finally our conclusions and the open issues for further 

research are given in section 5. 

2   Background 

2.1   Agent Based Modeling and Simulation 

Computer based modeling and simulation of (real-life) complex systems has been one 

of the driving forces in the development of computer systems. A general definition of 

a simulation is the imitation of the operation of a process or a real world system 

through time [7]. A computational model is the representation of a real-life system 

through a computer program, expressed by a set of algorithms and mathematical 

formulas implemented as code in a programming language. 

In contrast with pure mathematical models, the objective of computational models 

is not usually to obtain analytical solutions to specific questions. Instead, 

computational models allow the design of experiments to test the developed models 

under different scenarios (with different parameter configurations). These 

experiments are carried out with the objective of testing the behavior of the modeled 

systems under a certain set of assumptions [7]. This experimentation allows the 



designer to obtain insight of certain aspects of a complex system which would not be 

possible to detect using mathematical analysis, or for problems for which there is no 

tractable mathematical representation. 

In ABMS, a system is modeled as a set of autonomous entities, namely agents. 

Each of these agents is positioned in an environment (either virtual or real) from 

which the agent obtains information by the use of sensors and makes decisions based 

on its perceived state of the environment and its objectives. These decisions are then 

reflected as actions performed to modify the state of the environment (i.e. direct 

actions to the environment, communication with other agents, further reasoning). 

An agent can have different behaviors according to the system it populates [46]. 

Agents also have three basic properties: (a) reactivity – the ability to respond to 

events in the environment; (b) pro-activity – the ability to demonstrate some behavior 

determined by its particular objectives, taking the initiative to satisfy its necessities; 

and (c) sociability – the ability to interact with other agents and humans to fulfill its 

objectives [47]. These properties give agent based systems a great versatility in 

comparison with typical object based systems by providing a new type of abstraction 

for the representation of problem domains. 

2.2   The Open Problem in ABMS 

Within the agent-based modeling community there have been continuous efforts to 

create standard processes for the development of agent-based models, such as the 

standardization of model description (described in [51] and [52]) via the ODD1 

protocol, or the use of software engineering techniques (like UML diagrams [53]). 

However, one of the main issues inhibiting researches from fields outside computer 

science to accept ABMS as a tool for the modeling and simulation of real-life systems 

is the lack of standard verification and validation methodologies. In fact, verification 

and validation of multi-agent simulations is a concept which has been investigated 

only in conjunction with the development of specific models. It has only been in 

recent times that researchers have engaged in independent development of techniques 

for verification and validation (see [29, 45, 48]). 

Verification and validation are two independent actions that need to be performed 

in order to achieve the accreditation of a simulation [5]. Verification aims to test 

whether the implementation of the model is an accurate representation of the abstract 

model. Hence, the accuracy of transforming a created model into the computer 

program is tested in the verification phase. Model validation is used to check that the 

implemented model can achieve the proposed objectives of the simulation 

experiments. That is, to ensure that the built model is an accurate representation of the 

modeled phenomena to simulate. 

In contrast with pure mathematical models which use analytical equations, there is 

still no consensus among the scientific community on the appropriate methods for 

verifying and validating an agent based simulation [29]. However, part of the reason 

for the lack of formalisms which validate agent based simulations is the inherent 

                                                           
1 Short for Overview, Design Concepts and Details, the three main groups conforming the 

protocol. 



complexity that these systems try to represent. Some verification methods (discussed 

in [29]) are source code analysis, automatic theoretic verification and finite state 

verification. However, there is still some debate in the agent based modeling 

community on whether formal proofs of systems are useful [20]. Similarly, there is 

some debate on whether the verification of complex models with many parameters is 

possible [40]. 

2.3   Data Mining and Knowledge Discovery in Databases 

Data Mining (DM) is an active research field in computer science, which is attracting 

more and more attention from a wide range of different groups of people. It aims to 

extract various types of hidden, interesting, previously unknown and potentially 

useful knowledge (i.e. rules, patterns, regularities, customs, trends, etc.) from sets of 

data, where the size of a collected dataset can be measured in gigabytes. In DM 

common types of mined knowledge include: association rules [1], classification rules 

[34], prediction rules [21], clustering rules [31], sequential patterns [42], emerging 

patterns [18], etc. 

DM is considered to be the core stage/task of KDD (Knowledge Discovery in 

Databases), where KDD refers to the overall process of knowledge discovery. 

Piatetsky-Shapiro [33] clearly differentiates both terminologies of KDD and DM – 

“sometimes ‘knowledge discovery process’ is used for describing the overall process, 

including all the data preparation and postprocessing while ‘data mining’ is used to 

refer to the step of applying the algorithm to the clean data”. The KDD process has 

been well studied and analyzed, e.g. [12, 19, 22, 41, 44]. It was pointed out in [2] that 

“the problem of knowledge extraction from large databases involves many stages and 

a unique scheme has not yet been agreed upon”. 

One possible outline of the KDD process can be presented as follows. 

1. Problem Specification: In the first stage of the KDD process, a domain-

oriented understanding of the target mining task/application is identified, which 

clarifies the goal of the application. 

2. Resourcing: The second stage of the KDD process aims to create a suitable set 

of data on which the target application can be performed. It may be possible to 

find several large databases available that appear to be task-relevant for the 

target application, and which were originally built for other purposes and are 

irrelevant to the target application. 

3. Data Cleaning: The purpose of this stage is as Han and Kamber [22] explain “to 

remove noise and inconsistent data” from a given dataset. Furthermore, the 

missing and distorted data [16] and data outliers are also cleansed in this stage. 

4. Data Integration: In this stage, the cleaned data sets from different resources 

are combined into an integrated data set with a unified data view. 

5. Pre-processing: The data collected may be in an unstructured format, i.e. texts, 

images, videos, etc. In this stage the collected data is transformed into a 

structured/semi-structured (e.g. XML, SGML) representation that follows the 

data to be further operated upon in the KDD process. For simplicity, especially 



when the volume of the collected data is considered too large, this stage then 

selects the most significant data for the target application for further usage, and 

other data is discarded. 

6. Data Mining: The purpose of this stage is to identify the most valuable 

information in the prepared data by utilizing “data analysis and knowledge 

discovery techniques under acceptable computational efficiency limitations, and 

produces a particular enumeration of patterns over the data” [50]. 

7. Interpretation and Evaluation of Results: The validity of each pattern 

discovered is interpreted and measured. From this the overall quality of the 

mining performance can be evaluated. In this stage, the discovered valuable 

knowledge is initially interpreted in a user-readable form (especially when the 

user is strongly involved in the evaluation), where the patterns, rule symbols, 

and/or variables are precisely and concisely expressed in human language. 

Suitable patterns (valuable knowledge) are then caught in this stage. 

8. Future Application: The set of valuable knowledge mined, interpreted and 

measured from the stages 6 and 7 is then available to be applied for domain-

oriented decision marking in the future. 

It can be noted that the above stages are usually applied iteratively; with results of one 

stage providing feedback that allows improvement to earlier stages. 

2.4   The Data Limitation of DM and KDD 

With regard to the KDD process, it can be indicated that stages 2 to 5 together 

determine the requirements of data for DM. Although Anand et al. [4] indicate that 

“the amount of data being stored in databases has been on the increase since the 

1970’s partly due to the advances made in database technology since the introduction 

of the relational model for data by E. F. Codd”, there is still some debate to the 

availability of data (for different application-domains) being stored electronically. 

Hence one major problem of DM and KDD is the difficulty to obtain enough data 

resources and collect sufficient amount of data for a mining task. 

For some classical DM research tasks (i.e. classification, association rule mining, 

text mining, etc.), sufficient amounts of real data can be found (i.e. the UCI Machine 

Learning Repository [10], the LUCS-KDD Discretised Normalised Data Library [15], 

Usenet Articles [26], respectively), even though much of this data may be imperfect 

(being noisy, inconsistent, missing or distorted or containing data outliers). De Veaux 

and Hand [16] argue that “anyone who has analyzed real data knows that the majority 

of their time on a data analysis project will be spent ‘cleaning’ the data before doing 

any analysis”, and “common wisdom puts the extent of this at 60-95% of the total 

project effort”. Klein [24] argues that “there is strong evidence that data stored in 

organizational databases have a significant number of errors” and “between one and 

ten percent of data items in critical organizational databases are estimated to be 

inaccurate”. Thus another problem of DM and KDD is that even there are enough 

data resources and sufficient amount of data, it is quite difficult to accurately detect 

and correct erroneous data in a given dataset. 



Besides, the automated approaches for data integration and pre-processing may 

further damage the quality of the collected data. For example, during the data 

integration and transformation phases the significance of a data item for a particular 

mining task/application may be varied; and certainly the inaccurate selection of the 

most significant data may even cause none of any valuable pattern (knowledge) to be 

extracted. 

3 Applying DM in ABMS 

3.1   Previous Work 

In [37], a method for the validation of ABMS using DM techniques is proposed. In 

that work, the authors present the results of the analysis of a simulation data obtained 

from the repeated execution of experiments while varying a single parameter. They 

analyze the obtained data using clustering techniques finding new patterns in the data. 

As far as we know, the work by Remondino and Correndo [36, 37] is the only 

attempt to apply DM techniques to ABMS. In these works, the authors differentiate 

between endogenous and exogenous application of DM techniques. The endogenous 

use is concerned with providing the agents participating in the simulation with the 

DM techniques in order to improve their performance. For example in [3], the authors 

established data mining agents in the context of a multi-agent system, making use of 

DM techniques to perform distributed mining. 

On the other hand, the exogenous application focuses on using DM techniques to 

analyze the data resulting from the simulation. Exogenous use of DM in ABMS is 

exemplified by the application described by Remondino and Correndo [37], where 

they perform a series of simulation experiments using an agent based model of a 

biological phenomenon. Afterwards, they proceeded to perform a DM analysis with 

the obtained data to detect if there was any novel pattern. 

3.2   Proposed Ideas 

Although we generally agree with the use of DM in ABMS discussed in [36] and 

[37], we believe that DM techniques can be further used to aid in the formalization of 

validation processes for ABMS. To achieve this, we claim that techniques such as the 

identification of classification rules, clustering rules, association rules and sequential 

patterns in the data obtained from the simulation experiments can be used. 

Specifically, we believe that using DM techniques would be possible to abstract 

experimental results by creating higher level description elements representing the 

behavior observed in the simulations, without having to focus in the specific obtained 

data values. 

This would allow a more straightforward comparison between different 

experimental results, obtained from the same model or from independent models 

representing the same phenomena. Such comparative analysis would be possible by 

the comparison of the high level description elements (such as sequential patterns of 

agent behavior or identified clusters) obtained from the raw experimental data. 



Similarly, such an approach could be used to compare the results obtained from the 

experiments of the simulation and data from the real-life/world system that is being 

simulated. This considering that, even though the values obtained from the different 

experiments will not be exactly the same than those from the (real-life) system, it is 

sensible to expect that the data obtained from the simulation experiments and the data 

from the  system will share some general descriptive patterns. Fig. 1 depicts the 

process followed when applying DM techniques for as part of the verification and 

validation of agent based models. 

 

Fig. 1. Applying DM for the verification and validation of agent based models. 

4   Applying ABMS in DM 

Beyond the topic of “Applying DM in ABMS”, in this paper we inversely, for the first 

time, introduce the approach of “Applying ABMS in DM” (Fig. 2). The aim of this 

approach is to provide sufficient amount of data with good quality for various DM 

mechanisms and ensure the utilization of DM techniques in different domain-

applications. Specifically, the simulation results of ABMS can be used as quasi-real 

data when there is the lack of real data for a domain-specific DM task. 

The approach described in this section represents a new paradigm in data 

preparation of DM and KDD, which in turn create an improved KDD process. This 

new KDD process consists of five stages only, presented as follows. 

1. Problem Specification: This stage contains the original problem specification 

contents (as previously described in section 2.3) plus the specification of an 

ABMS system for this application problem. 

2. Data Preparation: Based on the determined ABMS system (from the stage 1), 

this stage then generates simulation results and forms these results into a 

corresponding dataset for the next (DM) stage. It can be pointed out that the data 



generated herein shows the following properties together surpassing the data 

limitation of DM and KDD (see section 2.4): (a) quasi-real – as mentioned 

above, ABMS is well established and a mature technology in the analysis of 

(real-life) complex system, its simulation results can be very similar to the real-

life/world situations (real data); (b) suitable-sized – for different DM techniques/ 

mechanisms, the amount of data may be sensitive, hence generating not too much 

but sufficient amount of data is considered; (c) qualified – the erroneous data can 

be controlled, so that there is neither noisy/inconsistent/missing/distorted data nor 

data outliner involved; and (d) significant – insignificant data will be avoided 

during the simulation process by providing correct parameter configuration(s); 

thus the data significance for a particular application can be ensured. 

 

Fig. 2. Applying ABMS for the data preparation of data mining 

3. Data Mining: keep this stage as previously described in section 2.3. 

4. Interpretation and Evaluation of Results: Keep this stage as previously 

described in section 2.3. 

5. Future Application: Keep this stage as previously described in section 2.3. 

Further benefit of the proposed “Applying ABMS in DM” approach can be 

exemplified with the following case. 

Assume that we are dealing with a classification problem – the automated 

categorization of an “unseen” data instance into pre-defined classes – in a financial 

situation, say that to classify whether an oil derivative is currently buyable, sellable or 

non-tradable. In this case, alternative classification mechanisms can be applied that 

include: decision tree induction [34], naive Bayes [17], k-nearest neighbor [23], 

neural networks [49], support vector machine [11], classification association rule 

mining [27], etc. In a DM context, it will be interesting to determine which 

(classification) mechanism is always well performed herein, so that it can be 

suggested in a default manner whenever a similar problem is handled. This offers the 



solution to avoid the problem of over-fitting – some mechanism is only good when 

applying it to a particular set of data, but not general applicable at all. With regard to 

an ABMS system available that simulates the real-life oil trading market, a set of 

simulation results can be generated by rationally and strategically varying the value of 

different parameters, where each simulation result is then formed into a dataset among 

which hidden rules can be mined and performance of each mechanism is then 

evaluated. Finally an overall averaging process can be applied to determine the best 

performed mechanism throughout various simulation scenarios (with different 

parameter configurations) in the agent based oil trading modeling and simulation. 

5   Conclusions 

In this paper, we proposed a general idea for the bidirectional integration of Data 

Mining (DM) and Agent Based Modeling and Simulation (ABMS) (i.e. “Applying 

DM in ABMS” and “Applying ABMS in DM”). A conceptual framework of this 

integration study was provided; and a broader view of the advantages that such 

integration can provide to both DM and ABMS was presented. 

The integration of DM and ABMS provides promising mechanisms for the 

advancement in both fields. From the ABMS point of view, DM can provide 

necessary mechanisms for the validation of created models and to facilitate the 

comparison between data obtained from different simulations. From the DM point of 

view, ABMS can be used to generate necessary data when the real data obtained is 

not enough or does not have good quality. Moreover, ABMS can be used to obtain 

datasets from designed simulation scenarios (for which real-life data may not be 

available), in order to determine the default mining approach for a group of similar 

applications. This offers a solution to the over-fitting problem in DM. 

Further research may identify some new approaches other than the proposed 

verification & validation and data preparation ideas under the headings of “Applying 

DM in ABMS” and “Applying ABMS in DM”. 
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