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Abstract 

 
In this paper we propose an effective and efficient new 

Fuzzy Healthy Association Rule Mining Algorithm 

(FHARM) that produces more interesting and quality rules 

by introducing new quality measures. In this approach, 

edible attributes are filtered from transactional input data by 

projections and are then converted to Required Daily 

Allowance (RDA) numeric values. The averaged RDA 

database is then converted to a fuzzy database that contains 

normalized fuzzy attributes comprising different fuzzy sets. 

Analysis of nutritional information is then performed from 

the converted normalized fuzzy transactional database. The 

paper presents various performance tests and interestingness 

measures to demonstrate the effectiveness of the approach 

and proposes further work on evaluating our approach with 

other generic fuzzy association rule algorithms.  

1. Introduction 

Data mining is an important research area and Association 

Rule Mining (ARM) is one of the most investigated and well 

established data mining techniques to determine customer 

buying patterns or commonly known as association rules 

(ARs) [2, 12, 13, 18]. Most of the techniques for extracting 

valid, authentic and interesting patterns are quantitative in 

nature [6, 19]. Qualitative attributes are also required in 

order to fully exploit object attributes present in the data set. 

Fuzzy approaches are used to extract interesting rules from 

qualitative or linguistic terms in relational and transactional 

databases [4, 5, 14].  

The term Healthy Buying Patterns (HBP) was 

introduced in [17] and signifies the level of nutritional 

content in an association rule per item. In our previous work 

we analyzed healthy buying patterns from quantitative 

attributes by their interval partitions.  

This paper presents an effective Healthy Association Rule 

Mining (HARM) algorithm by introducing new quality 

measures to generate more interesting rules using itemset 

nutrient information. Our previous method for analyzing 

healthy buying patterns from quantitative attributes (or 

nutrient information) by interval partitions using the classical 

Apriori algorithm was unable to generate quality rules. This 

was partly because using basic itemset support is not an 

appropriate approach as it only gives the total support of 

various fuzzy sets per nutrient and not the degree of support. 

 

 

 

We used an efficient tree-based ARM algorithm [12] to 

generate healthy buying patterns, but were unable to 

generate quality rules using user specified confidence and 

support. This is partly due to the partitioning of fuzzy sets 

and their conversion into Boolean values. This produces the 

total support of various fuzzy sets per nutrient but not the 

actual degree of support. 

In this paper we propose a fuzzy algorithm for healthy 

association rule mining, where a transactional database is 

converted into a database that contains the averaged RDA of 

nutrient values per item. This database is then converted into 

a fuzzy database with fuzzy attributes, according to the 

nutrients intake. The fuzzy database contains the actual 

fuzzy membership degrees of fuzzy sets for each particular 

item (e.g. values 0.0, 0.3, 0.7, 0.0, 0.0 for fuzzy attributes 

very low, low, ideal, high and very high respectively). We 

show the effectiveness of this new method by applying it on 

different datasets. Our contributions are that edible attributes 

are used in our algorithms with an RDA table, a fuzzy 

normalization process and correlation analysis produce 

effective rules and records good performance.  

The remainder of the paper is organised as follows: 

section 2 presents background and related work; section 3 

gives a problem definition; section 4 discusses the 

methodology; section 5 details the proposed algorithm; 

section 6 reviews experimental results, and section 7 

concludes the paper with directions for future work. 

2. Background and Related Work 

Many ARM algorithms are more concerned with efficient 

implementations than producing effective rules [2, 3, 13, 14, 

16]. Again, in almost all ARM algorithms, thresholds (both 

confidence and support) are crisp values. This support 

specification may not suffice for queries and rule 

representations that require generating rules that have 

linguistic terms such as “low protein” etc. Fuzzy approaches 

[4, 5, 7, 17] deal with quantitative attributes [6] by mapping 

numeric values to real values. Detailed overviews for fuzzy 

association rules are given in [10, 15]. Mining nutrient 

associations among itemsets is a new type of ARM 

algorithm which attempts to investigate HBP by analysing 

nutrition consumption patterns [17]. In [8], fuzzy 

associations are presented, where a reduced table is used to 

effectively minimise the complexity of mining such rules. 

The authors also present mining for nutrients in the 



antecedent part of the rule, but it is not clear how the fuzzy 

nutrient values are aggregated and largely, how membership 

functions are used. Our algorithm’s ultimate goal is to 

determine customers’ buying patterns for healthy foods, 

which can easily be evaluated using RDA standard tables. 

Other related work deals with building a classifier using 

fuzzy ARs in biomedical applications [9]. 

3. Problem Definition 

A major problem in discretising quantitative attributes 

using interval partitions, discussed in [10], is that of sharp 

boundary problems where support thresholds leave out 

transactions on the boundaries of these intervals. Thus the 

approach to resolve this, using fuzzy sets, is adopted in this 

paper. Fuzzy Association Rule Mining is the problem of 

discovering frequent itemsets using fuzzy sets in order to 

handle the quantitative attributes in transactional and 

relational databases. 

In this section, first we will describe the concept of fuzzy 

association rule mining and the fuzzy approach we have 

adopted suitable for our HARM problem. Normalization 

process for Fuzzy Transactions (FT) and rules 

interestingness measures will also be discussed later in this 

section. 

3.1. Fuzzy Association Rules 

 For a given database D  with transactions 

},...,,,{ 321 nttttT =  with items },...,,,{ ||321 IiiiiI =  and 

converted fuzzy transactions },...,,,{ 321 nttttT ′′′′=′  with 

attributes },...,,,{ ||321 PppppP =  and the fuzzy sets 

},...,,{ 21 mfpfpfpF = associated with each attribute in P. 

 

Table 1. Set of ordinary transactions 
 D i1 i2 i3 

t1 1 1 1 

t2 1 0 1 

t3 1 1 1 

t4 0 1 0 

t5 0 1 0 

 

Table 2. Set of edible fuzzy transactions 

E fp1(v1) fp1(v2) fp1(v3) fp1(v4) fp1(v5) fp2(v1) fp2(v2) fp2(v3) fp2(v4) fp2(v5) 

t/1 0.0 0.0 0.9 0.1 0.0 0.0 0.0 0.8 0.2 0.0 

t/2 0.0 0.7 0.3 0.0 0.0 0.0 0.0 0.8 0.2 0.0 

t/3 0.0 0.0 0.9 0.1 0.0 0.0 0.0 0.8 0.2 0.0 

t/4 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 

t/5 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 

 

A fuzzy transaction is a special case of transformed ordinary 

transaction (table 1) and nonempty fuzzy subset of P where 

PT ⊆′ .In table 2 an item jp and transaction 
kt′ contains a 

value v  (membership degree) in [0, 1]. The membership 

degree of jp in 
kt is ))(( ljk vpt . Without loss of generality, 

we also define edible set of items IE ⊆  where any 

Ei j ∈  consists of quantitative nutritional 

informationU
||

1

P

p

P

ji
=

, where each 
p

ji  is given as standard 

RDA numerical ranges and consists of |P| nutrients.  Each 

quantitative item jp  is divided into various fuzzy 

sets )( jpf  and ),( vlm  denotes the membership degree of 

v  in the fuzzy set l , 1),(0 ≤≤ vlm as shown in table 2. 

A fuzzy quantitative rule represents each item as (item, 

value) pair. Fuzzy association rules are thus expressed in the 

following form:   

 

BYAX  is  satisfies  is  If  

 

For example (Protein is high) � (fats is ideal). In the above 

rule, },...,,{ 21 nxxxX =  and },...,,{ 21 nyyyY =  are 

itemsets, where IYIX ⊂⊂ , , and ∅=∩YX . Sets 

},...,,{ 21 xnxx fffA =  and },...,,{ 21 ynyy fffB =  contain 

the fuzzy sets associated with the corresponding attributes in 

X and Y, for example (protein, low), (protein, ideal), 

(protein, high). The semantics of the rule is that when 'X is 

A' is satisfied, we can imply that 'Y is B' is also satisfied, 

which means there are sufficient records that contribute their 

votes to the attribute fuzzy set pairs and the sum of these 

votes is greater than the user specified threshold which could 

be crisp or fuzzy.  

3.2. Fuzzy Transactions Normalization Process 

As mentioned above each quantitative item jp  in kt′  is 

divided into various fuzzy sets )( jpf  and ),( vlm  denotes 

the membership degree of v  in the fuzzy set l  

1),(0 ≤≤ vlm . For each fuzzy transaction Et ∈′ (edible 

items), a normalization process to find significance of an 

items contribution to the degree of support of a transaction in 

order to guarantee a partition of unity is given by the 

equation (1): 

∑
=

′

′
=

)(

1

))(,(

)(,(
'

jpf

l

jk

jk

ptlm

ptlm
m

 

(1) 

Without normalisation, support of an individual fuzzy 

item could increase in a transaction. The normalisation 

process ensures fuzzy membership values for each nutrient 

are consistent and are not affected by boundary values. 

3.3. Fuzzy Support and Confidence 

The problem of mining fuzzy association rules is given 

following a similar formulation in [15]. To generate Fuzzy 



Support (FS) value of an item set X with fuzzy set A, we use 

the equation (2):   

 

||

])[(
),(

E

xtm
AXFS

jiTt Xx
i j

′∏
=
∑ ∈ ∈

 (2) 

 

A quantitative rule represents each item as <item, value> 

pair. In the above equation we have used arithmetic mean 

averaging operator for fuzzy nutrients aggregation of 

candidate itemsets in a transactional database and used 

multiplication “mul ” operator for fuzzy union of candidate 

items in a transaction. min or max operators can also be 

used but mul provides us the simplest and reasonable results 

as shown in table 3. In case when the fuzzy transactions are 

not normalized mul is more suitable because it takes the 

degrees of all items in a transaction into account. 

 

Table 3. Effect of fuzzy mul operator 

 

i1 i2 i3 i4  Max Min Mul 

.2 .6 .7 .9 � .9 .2 .075 

.9 .8 .5 .6 � .9 .5 .216 

.7 0 .75 .8 � .8 0 0 

.3 .9 .7 .2 � .9 .2 .037 

 

For a rule >>→<< BYAX ,, , the fuzzy confidence 

value (FC) where CBAZYX =∪=∪ ,  is given by 

equation (3): 

])[(

])[(
),,(

jiTt Xx

jiTt Xz

xtm

ztm
BYAXFC

i j

i j

′∏

′∏
=>>→<<
∑
∑

′∈′ ∈

′∈′ ∈  

 (3)

where each }{ YXz ∪∈ . For our approach, EYX ⊂, , 

where E is a projection of edible items from  D . Depending 

on the query, each item ji specified in the query and 

belonging to a particular transaction, is split or converted 

into |P| nutrient partsU
||

1

||1,
P

p

p

j Iji
=

≤≤ .  For each 

transaction t, the bought items contribute to an overall 

nutrient p by averaging the total values of contributing items 

i.e. if items 43 ,ii  and 7i  are in a transaction 1t and all 

contain nutrient p=5 in any proportions, their contribution to 

nutrient 5 is ∑
3

||
5

ji
, j∈{3,4,7}. These values are then 

aggregated into an RDA table with a schema of nutrients 

(see table 5, section 4) and corresponding transactions. We 

use the same notation for an item ji  with nutrient p, 
p

ji  as 

item or nutrient jp  in the RDA table. Given that items jp  

are quantitative (fuzzy) and we need to find fuzzy support 

and fuzzy confidence as defined, we introduce membership 

functions for each nutrient or item since for a normal diet 

intake, ideal intakes for each nutrient vary. However, five (5) 

fuzzy sets for each item are defined as {very low, low, ideal, 

high, very high} based on expert analysis on nutrition.  

Based on this analysis, examples of fuzzy membership 

functions for nutrient Protein is shown in figure 1. There are 

many different types of membership function and the type of 

representation of the membership function depends on the 

nature of the fuzzy set. In figure 1 the functions assume a 

trapezoidal shape since nutrient values in excess or in 

deficiency mean less than ideal intake according to expert 

knowledge. Ideal nutrients can assume value 1 naturally, but 

this value could be evaluated computationally to 0.8, 0.9 in 

practical terms. 
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Figure 1: Fuzzy membership functions 
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(4) 

 

Equation 4 [11] represents all nutrient membership 

degrees of a nutrient value “x”. The input database value x 

has “ideal” values of a nutrient between β and γ , with 

lowest valueα and highest value δ . The task is to 

determine a membership value of x in equation 4.  

Note that equation 4 gives values equal to ),( vlm  in 

equations 1, 2 and 3. We can then handle any query after a 

series of data transformations and fuzzy function evaluations 

of associations between nutritional values. For missing 

nutrient values or so called “trace” elements, the fuzzy 

function evaluated zero degree membership. 

3.4. Interestingness Measures  

Measures of interestingness other than standard support 

and confidence are required in order to evaluate the quality 

of fuzzy association rules. The quality measure for a rule to 

be interesting is called certainty factor [15]. A rule can be 

considered interesting if the fuzzy set union of antecedent 

and the consequent has enough significance and the rule has 

adequate certainty. A measure of significance for a rule is 

similar to equation (3) and we have adopted it as the 



confidence of a rule. The certainty factor is determined by 

computing the fuzzy correlation of antecedent and the 

consequent of the rule. We have used Pearson’s product-

moment correlation coefficient between attributes which is 

different from the general statistical usage of correlation 

because in association rule mining XYYX ⇒≠⇒ . 

The correlation ),( YXCorr  between two variables X 

and Y with expected values E(X) and E(Y) and standard 

deviations xσ  and yσ is defined as: 

 

2222 )()()()(

)().().(
),(

),(
),(

YEYEXEXE

YEXEYXE
YXCorr

yx

YXCov
YXCorr

−−

−
=

=
σσ

 

 

where E is the expected value of the variables and cov is 

covariance. We can transform the above correlation equation 

to find the certainty factor between two or more fuzzy 

attributes and can calculate fuzzy correlation as: 

 

),(),(

),,,(
),,,(

BYVarAXVar

BYAXCov
BYAXCorrFuzzy

><><
=><><

 

 

(5) 

 

where ),,( >><< BYAXCov is the fuzzy covariance 

between the jp  value in X and the kp value in Y, and can 

be determine as: 

 

),(),(),(),,( BYEAXECZEBYAXCov ×−=>><<
 

and fuzzy variance of X and Y is obtained as: 
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The value of correlation ranges from -1 to +1. Value -1 

means no correlation and +1 means maximum correlation. In 

our problem, only positive values can be considered as the 

degree of relation. As the certainty value increases from 0 to 

1, the more related the attributes are and consequently the 

more interesting they are. Therefore if the rule “IF Protein is 

low THEN Vitamin A is high” holds, then the certainty value 

should be at least greater than zero. This could mean 

customers prefer to buy more vitamin related items to 

protein ones and the HBP value is simply the certainty value 

obtained (see section 6.1) 

4. Methodology 

We have developed an algorithm called Fuzzy Healthy 

Association Rule Mining algorithm (FHARM). FHARM can 

deal with other kinds of transactional and relational 

databases to generate fuzzy association rules using 

quantitative attributes.  

In our method, input data from the transactional file (as 

seen in table 4), are projected on-the-fly into a database of 

edible items, thereby reducing the number of items in the 

transactions and possibly transactions too. The latter occurs 

because some items may be non-edible and are not needed 

for nutrition evaluation. This new input data is converted 

into RDA transactions (table 5) with each edible item 

expressed as a quantitative attribute and then aggregating all 

such items per transaction.   

 

Table 4.  Transaction file Table 5. RDA transactions 

TID Items 

1 X, Z 

2 y 

3 X,Y, Z 

4 …  

TID Pr Ca Car Fats 

1 45 150 86 28  

2 9 0 47 1.5 

3 54 150 133 29.5 

4 … … … …  
 

At this point, two solutions may exist for the next mining 

step. One is to code fuzzy sets {very low, low, ideal, high, 

very high} as, for example,{1, 2, 3, 4, 5}, for the first item or 

nutrient, {6, 7, 8, 9, 10} for the second nutrient and so on 

[17]. The encoded data (table 6) can be mined by any binary 

type association rule algorithm to find frequent item sets and 

hence association rules.  

Table 6. Quantitative (Boolean) transactions 

TID Pr Ca Car Fats 

1 3 8 13 16  

2 1 6 12 16 

3 3 8 15 16 

4 … … … ... 

 

This approach only gives us, for instance, the total support 

of various fuzzy sets per nutrient and not the degree of 

support as expressed in equations 1 and 2. This directly 

affects the number and quality of rules as proved in section 

6. To overcome this, a fuzzy approach has been adopted. In 

our fuzzy approach we convert RDA transactions (table 5) to 

linguistic values (table 7) for each nutrient and 

corresponding degrees of membership for the fuzzy sets they 

represent above or equal to a fuzzy support threshold. Each 

transaction then will have fuzzy values {very low, low, ideal, 

high, very high} for each nutrient present in every item of 

that transaction. 

Table 7.  Fuzzy (Linguistic) transaction file 

TID  VL L Ideal H VH VL L Ideal H VH … 

1 0.0 0.7 0.3 0.0 0.0 0.0 0.0 0.8 0.2 0.0 … 

2 1.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0 … 

3 0.0 0.0 0.9 0.1 0.0 0.0 0.0 0.8 0.2 0.0 … 

4 … … … … … … … … … … … 

  



Table 7 shows only two nutrients (i.e. a total of 10 fuzzy 

sets). A tree data structure is then used to store frequent 

itemsets using these values (linguistic value and membership 

degree) and large itemsets found based on the fuzzy support 

threshold. To obtain the degree of fuzzy support, we use 

equations 1 and 2 on each fuzzy set for each nutrient and 

then apply measures of interestingness and quality (equation 

5). We then get Association Rules with corresponding HBP 

values. 

5. FHARM Algorithm 

For fuzzy association rule mining standard ARM 

algorithms can be used or at least adopted after some 

modifications [17]. Less attention has been given to 

developing efficient algorithms for fuzzy association rule 

mining [7] but still; there are some contributions in this area 

[10, 15, 16].  

An efficient algorithm was needed for the FHARM 

methodology because a lot of pre-processing (filtration, 

conversions, normalization) and mining steps are involved in 

the generation of healthy buying patterns (HBPs). In our 

problem, ordinary Boolean ARM algorithms are 

inappropriate. Also the conversion process from ordinary 

transactions to average RDA transactions and then RDA 

transactions to Fuzzy Transactions is quite different from 

other fuzzy attribute extensions of ARM. Careful attention is 

needed in attribute partitioning because we do not employ 

any clustering technique; we do this manually from input 

data with nutritional values given an RDA table. 

The Fuzzy HARM Algorithm belongs to the breadth first 

traversal family of ARM algorithms, developed using tree 

data structures [12] and it works in a fashion quite similar to 

the Apriori algorithm [2]. Also, our implementation 

approach is different from [10, 15] by avoiding an extra 

database scan to find correlation values, thus increasing 

efficiency. FHARM algorithm consists of four major steps: 

 

1. Filtration and transformation of ordinary transactional 

database into a database with edible average RDA 

transactions. 

2. Appropriate and accurate transformation of RDA 

transactions into a database containing fuzzy extensions. 

Normalization of this database. 

3. Candidate generation and search for all fuzzy frequent 

itemsets within candidates that have fuzzy support 

higher than user specified minimum support. 

4. Use of frequent itemsets to generate the desired Healthy 

Buying Patterns of the form [Protein intake = Ideal � 

Carbohydrate intake = Low] by calculating the fuzzy 

confidence and correlation values. 

 

Algorithm Notations: 

Iedibles 

Irda 

D 

T 

RDA 

Tedibles 

Edible items 

Converted edible attributes 

transactional database 

set of ordinary transactions 

real nutritional standard RDA table 

transactions with edible items 

Trda 
Drda 

Tfuzzy 

Dfuzzy 

Fk 

Ck 

I 

mincorr 

minsupp 

minconf 

RDA converted transactions 

RDA transactions database 

fuzzy transactions 

fuzzy transactions database 

set of frequent k-itemsets 

set of candidates k-itemsets 

set of complete item sets 

minimum correlation value 

minimum support 

minimum confidence 

 

FHARM comprises of the following algorithmic 

components: 

 
RDAConverter(T, RDA, Iedibles) 

1. ∀ T in D 

2.    ∀ I in T 

3.         if (edible = = check(Ij, Iedibles)  

4.             U )(IT T jedibleedible =  

5.    Trda = averageRDA(Tedible) 

6.    Drda.= wrirte(Trda) 

7. end; 
 

RDA-FuzzyConverter(Trda, FuzzyNutrients)  

1. ∀  Trda in Drda 

2.    ∀  Irda in Trda 

3.         fuzzyattr=getFuzzyAttr(Irda,FuzzyNutrients) 

4.  U )(fuzzyattrT  T fuzzyfuzzy =  

5.   Dfuzzy = wrirte(Tfuzzy) 

6. end; 

 

FHARM(minsupp, minconf, mincorr, Tfuzzy) 

1. k = 0;  Ck  = ∅ ; Fk  = ∅  

2. do 

3.    k = k+1 

4.    if(k = = 1) 

5.  Ck = GenerateFirstCandidates (TFuzzy) 

6.    else 

7.  Ck = Generatecandidates(Fk-1) 

8.    ∀  Ck  

9.  count = CountSupport(Ck  ) 

10.  Ck = PruneCandidates(Ck , count, minsupp) 

11.  Ck  = CalcSignificance(Ck , minconf) 

12.  Fk = GenerateFrequentItemsets(Ck ,minconf) 

13.         F = FU Fk 

14. while(Ck .count> k) 

15. cfactor = CalcCertainty(F , mincorr) 

16. Output ( Rules(F , mincorr, cfactor)) 

6. Experimental Results 

In this paper we enhance our previous work [17]. To show 

the quality, performance and effectiveness of our new 

approach, we performed several experiments using 

T10I4D100K dataset containing simulated market basket 

data [generated by the IBM Almaden Quest research group 



][1]. The data contains 100K transactions and 1000 items. 

We considered 600 edible items out of the 1000 and used a 

real nutritional standard RDA table to derive fuzzy sets. 

Fuzzy Healthy Association Rules are then generated from 

T10I4D100K dataset using methodology as described in 

section 4. 

6.1. Experiment One: (Quality Measures) 

This experiment shows how the new fuzzy HARM 

approach gives more interesting rules than the previous one 

using Apriori-TFP [12] or any Boolean ARM algorithm. We 

use all the 27 nutrients with T10I4D100K dataset. Figure 2 

shows the difference between the number of large itemsets 

generated from the previous method and the new FHARM 

approach using different fuzzy support values. The number 

of large itemsets increases as the minimum support 

decreases, naturally. In the figure, FHARM-1 uses Fuzzy 

HARM normalization while FHARM-2 uses Fuzzy HARM 

[12] approach without normalization. 
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Figure 2: Number of frequent Itemsets comparison 

From the results, it is clear that the approach with 

normalization produces less frequent itemsets (or even rules) 

than the converse. This is because during the normalization 

process, we average the fuzzy degree of fuzzy sets thus 

making the data more dissimilar and consequently fewer 

rules. The problem of producing many rules is easily handled 

by introducing the fuzzy interestingness measures as 

described in section 3.3 and 3.4, and all three algorithms 

become more effective as shown in figure 2.  
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Figure 3: Number of Interesting Rules comparison 

 

Figure 3 and Figure 4 shows the number of interesting 

rules using user specified fuzzy confidence and fuzzy 

correlation values respectively. In both cases, the number of 

interesting rules is less as compared to the number of rules in 

figure 2. Correlation has not been applied to HARM 

algorithm due to the boolean data and so only FHARM-1 

and FHARM-2 approaches have been shown in figure 4.  
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Figure 4: Number of Interesting Rules by FHARM 

 

Figure 4 presents more interesting rules than figure 3 

because it uses the correlation value for evaluation of 

interestingness between the antecedent and the consequent. 

The experiments show that normalization before applying 

correlation yields significantly less rules. In addition, the 

novelty of the approach is in being able to analyse nutritional 

content of itemsets or rules. Some interesting rules produced 

by our approach are as follows: 

 
IF Protein intake is Ideal THEN Carbohydrate intake is low. 

IF Protein intake is Low THEN Vitamin A intake is High. 

IF Protein intake is High AND Vitamin A intake is Low THEN 

Fat intake is High. 

Depending on expert analysis, these rules are useful in 

analysing customer buying behaviour concerning their 

nutrition. 

6.2. Experiment Two: (Performance Measures) 

In this experiment we will show the performance measure 

of our new approach by varying the number of attributes and 

the size of data with and without normalization. The support 

threshold is 0.20, confidence is 0.6 and correlation value is 

0.5.  

Figure 5 shows the execution time of our algorithm with 

different number of attributes. Each attribute has 5 intervals 

or fuzzy sets, so for 3 attributes (15 columns), while 27 

attributes means 135 columns. Execution time increases as 

we increase the number of attributes. Both algorithms have 

similar timings while the number of rules also increases with 

more attributes but fixed transactions. It is intuitive that 

using more attributes increases the problem’s dimension. 
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Figure 5: Performance Measures: Number of Attributes 

Figure 6 below shows the execution times. We partitioned 

the T10I4D100K dataset into 10 equal partitions for this 

experiment and named them as 10K, 20K, … 100K in order 

to show the algorithm performance with different database 

sizes. For this experiment we use all 27 nutrients and set 

support threshold to 0.3, confidence to 0.6 and correlation 

value to 0.5. As data size increases, execution time and the 

number of rules increase. Intuitively, using normalization 

results in fewer and interesting rules being generated. But 

similarly, the execution time increases too.   
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Figure 6: Performance Measures: Number of Records 

From the experiments above it is shown that the fuzzy 

algorithms scale quite linearly to any given data sets and 

effective in generating fewer and interesting rules. 

7. Conclusion and future work 

In this paper, we extended the algorithm in [17] and 

presented a new Fuzzy HARM (FHARM) algorithm for 

extracting healthy buying patterns (HBP) from customer 

transactions. Projections are made on input data into edible 

attributes to find fuzzy association rules using nutrients 

actual membership degrees. Standard health information for 

each nutrient is provided as fuzzy RDA data. Fuzzy support 

and confidence as well as correlation are used as 

interestingness measures. A user can extract interesting HBP 

rules from the transactions or from a given rule from the rule 

base.  

In future, we intend to evaluate our approach on real and 

larger customer data. Also we will compare performance of 

our proposed algorithm with other common fuzzy ARM 

algorithms [10, 15] and involve expert knowledge in 

evaluating the real value of HBP patterns in health terms. 

Overall, the approach presented here is effective and 

efficient for analysing HBP rules. 
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