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Abstract

In this paper, following the work of Hare, we consider moral reasoniotgas
the application of moral norms and principles, but as reasoning ablmttomght to
be done in a particular situation, with moral norms perhaps emergingtfismea-
soning. We model this situated reasoning drawing on our previous wogkgu-
mentation schemes, here set in the context of Action-Based Alternatmgifion
Systems. We distinguish what prudentially ought to be done from whaalmor
ought to be done, consider what legislation might be appropriate amdatedase
the differences between morally correct, morally praiseworthy ancihgaxcus-
able actions. We also describe an implementation which simulates this re@sonin
and discuss some issues arising from the simulation.

Keywords: Practical Reasoning, Argumentation, Valuegjiénces, Moral Princi-
ples, AATS.

1 Introduction

In Freedom and Reason [16], R.M. Hare, perhaps the leaditiglBmoral philosopher
of the twentieth century, notes that:

“There is a great difference between people in respect df thadiness
to qualify their moral principles in new circumstances. Qnan may
be very hidebound: he may feel that he knows what he ought fa do
certain situation as soon as he has acquainted himselfteithast general
features ... Another man may be more cautious ... he willmeake up
his mind what he ought to do, even in a quite familiar situationtil he

has scrutinized every detail.” (p.41)

Hare regards both these extreme positions as incorrect:

“What the wiser among us do is to think deeply about the cruoialal
guestions, especially those that face us in our own livesyhen we have



arrived at an answer to a particular problem, to crystaliizato a not
too specific or detailed form, so that its salient featureg stand out and
serve us again in a like situation without so much thouglpt41-2)

Thus, for Hare, while everyday moral decisions may be madegpyying principles
and norms, serious moral decisions require reasoning #fparticular situation, and
it is such reasoning that gives rise to the moral principhes tve subsequently apply.
Moral norms are thus an output from, not an input to, serioasahreasoning. In this
paper we will try to model such serious moral reasoning, withiew to making it
properly computational so that autonomous software agamt&ngage in this form of
reasoning. In doing so we will distinguish at least threadBithat might be intended by
“agent A shouldp”. We might mean something like “itis prudent¢d, as when we say
“you should wear a coat when the weather is cold”. Here thigatibn is determined
only by reference to the interests of the agent doing theoreag. Alternatively, we
might mean “it is morally right top”, as when we say “you should tell the truth”.
Here the obligation is required to reflect the interests miy of the reasoning agent,
but also of other agents affected by the action. Thirdly, vightnmean “it is legally
obligated top” as in “you should pay your taxes”, where the obligation desifrom a
legal system with jurisdiction over the agent. We will exjglohe differences between
these three senses of “should”: in particular we will expléie difference between
prudential “should” and moral “should” in terms of the piiaat reasoning involved,
and consider the reasoning that might be used in devisingpppte legislation.

We will base our considerations on the representation asmligsion of a specific
example, a well known problem intended to explore a pawicathical dilemma dis-
cussed by Coleman [13] and Christie [12], amongst others.sltation involves two
agents, called Hal and Carla, both of whom are diabetic. tHedugh no fault of his
own, has lost his supply of insulin and urgently needs to takeestanstay alive. Hal is
aware that Carla has some insulin kept in her house, but Hal dot have permission
to enter Carla’s house. The question is whether Hal is jastifi breaking into Carla’s
house and taking her insulin in order to save his life. Notd ty taking Carla’s in-
sulin, Hal may be putting her life in jeopardy, since she wilme to need that insulin
herself. One possible response is that if Hal has money, hme@apensate Carla so
that her insulin can be replaced before she needs it. Aligataif Hal has no money
but Carla does, she can replace her insulin herself, sincedess is not immediately
life threatening. There is, however, a serious problem ithee have money, since
in that case Carla’s life is really under threat. Colemaruadgthat Hal may take the
insulin to save his life, but should compensate Carla. @higsargument against this
was that even if Hal had no money and was unable to compenaate i@ would still
be justified in taking the insulin by his immediate necessigce no one should die
because of poverty. Thus, argues Christie, Hal cannabligedto compensate Carla
even when he is able to.

In section 2, we model our agents as simple automata andilbegwtion-Based
Alternating Transition Systems (AATS) [22], which we useths semantic basis of
our representation, and instantiate an AATS relevant tpthblem scenario. In any
particular situation, the agents will need to choose howcto km section 3 we model
this choice as the proposal, critique and defence of argtsjestifying their available



actions in the manner of [8]. In section 4 we show how reagpabout the resulting ar-
guments can be represented as a Value-Based Argumentadioework [9] to enable
the agents to identify strategies that are prudentiallyraodally justified. In section

5 we consider how this framework can also be used to answeaguéstion of what

would be appropriate legislation for the situation, and tdwuauld be appropriate moral
principles to take from the reasoning. Section 6 discusse®£mpirical simulations
based on this approach and section 7 concludes the paper.

2 Representing the Problem

In this section we will describe a representation of the fmob Here we will follow
the representation used in [4]. Building an implementatbthe approach to allow
simulations to be run [11] did lead to some refinements, reguio block spurious
arguments from being generated. For example, as given ihaegpears that Hal can
buy insulin instead of taking Carla’s, even though this isleded in the problem state-
ment. For the simulation in [11] an additional attribute vilasluded in the state to
indicate whether or not insulin was available for purchdis@rder to keep things sim-
ple, however, we will not include these refinements in thidisa: they will be further
discussed in section 6.

In the simpler representation three attributes of agemtinaportant: whether they
have insulin (1), whether they have money (M) and whethey e alive (A). The state
of an agent may thus be represented as a vector of three, diigis with |, M and A
equal to 1 if the agent has insulin, has money and is alivpeively, and 0 if these
things are false. Since | cannot be true and A false (the agéite if it has insulin),
an agent may be in any one of six possible states. We may noesen the actions
available to the agents by depicting them as automata, amshd-igure 1. An agent
with insulin may lose its insulin; an agent with money andulis may compensate
another agent; an agent with no insulin may take anothestdiim or, with money, buy
insulin. In any situation when it is alive, an agent may cleotmsdo nothing; if dead it
can only do nothing.

do nothing do nothing

‘ take do nothlng Y
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Figure 1. State transition diagram for our agents
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Next we draw upon the approach of Wooldridge and van der Ha&k Jhich
formally describes a normative system in terms of condsain actions that may be
performed by agents in any given state. We will now briefly marise their approach.

In[22] Wooldridge and van der Hoek present an extension tw éi al’s Alternating-
time Temporal Logic (ATL) [1], Normative ATE (NATL*). As Wooldridge and van
der Hoek explain, ATL is a logic of cooperative ability. Itanpose is to support rea-
soning about the powers of agents and coalitions of agergarime-like multi-agent
systems. ATL contains an explicit notion of agency, whictegiit the flavour of an
action logic. NATL* is intended to provide a link between ATL and deontic logid an
the work presented in [22] provides a formal model to represige relationship be-
tween agents’ abilities and obligations. The semanticctires which underpin ATL
are known ag\ction-based Alternating Transition SystefA#\T Ss) and they are used
for modelling game-like, dynamic, multi-agent systemscltgsystems comprise mul-
tiple agents which can perform actions in order to modify atidmpt to control the
system in some way. In Wooldridge and van der Hoek’s apprtfaahuse an AATS
to model the physical properties of the system in questitie actions that agents can
perform in the empty normative system, without regard tdr tliegality or usefulness.
They define an AATS as follows.

Firstly the systems of interest may be in any of a finite @eaif possiblestates
with someq; € Q designated as thigitial state Systems are populated by a #af
of agents a coalition of agents is simply a s&€ C Ag, and the set of all agents is
known as thegrand coalition Note, Wooldridge and van der Hoek’s usage of the term
‘coalition’ does not imply any common purpose or shared gaatoalition is simply
taken to be a set of agents.

Each agent € Agis associated with a séic; of possible actions, and it is assumed
that these sets of actions are pairwise disjoint (i.e.pastare unique to agents). The
set of actions associated with a coalit@rc Agis denoted byAcc, SOAce = J; cCAC;.

A joint actionj¢ for a coalitionC is a tuple(as,...u ), where for eacly; (where
i <K) there is somé € C such that; € Ac;. Moreover, there are no two different
actionsa; anda;js in Je that belong to the samic;. The set of all joint actions for
coalition C is denoted byl¢, soJe = HieC Ac;. Given an elementof Jo and an
agent € C, i’'s complement of is denoted by;.

An Action-based Alternating Transition SystéAATS) is an f1 + 7)-tupleS= (Q,
Qo, Ag, Acy, ... ,ACp, p, 7, D, ), where:

e Qis afinite, non-empty set aitates

Someg; € Qis designated as thnitial state

Ag={1,...n} is afinite, non-empty set @fgents

Ac; is a finite, non-empty set of actions, for each AgwhereAc; N Ac; = () for
alli #£j € Ag;

p:Acsy — 2Q is anaction precondition functignwhich for each actiomx €
Acy, defines the set of state$a) from whicha may be executed;



o 7: Q x Jyay — Qis a partialsystem transition functiorwhich defines the
stater(q, j) that would result by the performance jofrom stateq - note that,
as this function is partial, not all joint actions are poksiin all states (cf. the
precondition function above);

e & is a finite, non-empty set @tomic propositionsand

e m: Q— 2% is an interpretation function, which gives the set of priveitpropo-
sitions satisfied in each state:pfe 7(q), then this means that the propositional
variablep is satisfied (equivalently, true) in stade

In addition to the elements of an AATS given here, we needdwige an extension
to enable the representation of vallié®m the underlying theory of practical reason-
ing, as will be presented in the next section. Firstly, weshemgetv of values for each
agent (which are a subset of a $ebf values). Every transition between two states
from the seQ either promotes, demotes, or is neutral, with respect tb ealcie. Note
that values are not unique to agents: individual agents mayay not have values in
common. Whether a value is promoted or demoted by a givenraatib be deter-
mined by comparing the state reached with the state left.eMammal definitions of
these elements are given below:

e Ay, is afinite, non-empty set of valuéds; C V, for eachi € Ag.

e §:Q x Qx Avy, — {+, —, =} is avaluation functionwhich defines the status
(promoted (+), demoted (-) or neutral (=)) of a valyee Avs, ascribed by
the agent to the transition between two statgs, q,, v..) labels the transition
betweerg, andg, with one of{+, —, =} with respect to the value, € Avy,.

We can now extend the original specification of an AATS to awcmdate the
notion of values and we re-define an AATS as a{2) tupleS= (Q, qo, Ag, Acy, ...
AC,, Avy, .., AV, p, T, ®, T, 6)

We now turn to representing the insulin scenario as an AAE8aR from section 2
that each agent may independently be in one of six statdagddé possible states for
the two agents, .. z5. Normally both agents will have insulin, but we are specifjca
interested in the situations that arise when one of them)(ldaés his insulin. The
initial state therefore may be any of the four states in whigh= 0. Moreover, since
Hal is supposed to have no time to buy insulin, his only aéélactions in these states,
whether or not M; = 1, are to take Carla’s insulin or do nothing. If Hal does magh
neither agent can act further. If Hal takes Carla’s insutid & M = 1, then Hal can
compensate Carla or do nothing. Similarly, after Hal takesibsulin, Carla, if M:
= 1, can buy insulin or do nothing. The possible developméots the four initial
states are shown in Figure 2. States are labelled with theéeators ;M A g (on the
top row) representing Hal's situation andM A (on the bottom row) representing
Carla’s situation. The arcs are labelled with the joint@usi (with the other labels on
the arcs to be explained in section 4).

lvalues denote some actual descriptive social attitudeéistevhich the proponent of an action may
or may not wish to uphold or subscribe to. Note that these aserii¢ions such as ‘life’, ‘liberty’ and
‘happiness’, and not numeric quantities. Values and thetirdition from goals are discussed in more detail
in section 3.
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Figure 2. Developments from the four possible initial tate

The instantiation of the problem as an AATS is summarisedvihelWe give only
the joint actions and the transitions for scenarios wheiehBlalost his insulin.

States and Initial States:
Q={qo, .-, B5}. As shown in Figure 2, the initial state is one of fo{m, qi, 0, G}

Agents, Actions and Joint Actions:
Ag={H, C} Acy = {takey, compensatg, do_.nothingy } Acc = {buyc, do_nothing-}

Jac ={josJ1,]J2, i3, }, where j = (do_nothingy, do_nothing-), j; = (takey, do_nothing-),
j2 = (do_nothingy, buyc), js = (compensatg, do_nothing-)?.

Propositional Variables:
® = {insuling, moneyy, alivey, insulinc, money:, alivex }

2Here we take ‘compensate’ to mean that Hal buys insulin andsdivte Carla or, if Carla already has
insulin, Hal gives her money.



Preconditions/Transitions/Interpretations of prectinds for states used in the scenario
are given in Table 1:

Table 1:Preconditions/Transitions/Interpretations of precondiions

a\j Jo J1 e j3 | 7(q)

Qo g5 O« - — | {alivey,insuling, alivec}

01 gr 9 - — | {alivey,insulinc, money, alives}

Ge G Os — — | {moneyy, alivey, insuling, alivec}

(o} di1 Qo - — | {moneyy, alivey, insuling, money:, alivex }
Q4 02 - — — | {insuling, alivey, alivec}

Os - - - = {insuling, alivec }

ds O3 — Guu — | {insuling, alivey;, money, alive:}

qr - - - = {insulinz, money, alivex }

Os Oi5 — — O | {insuling, moneyy, alivey, alivex }

Qo - - - - {moneyy, insulin-, alive- }

Qo | s — iz die | {insuling, moneyy, alive, money:, alives }
O11 - - - = {moneyy, insulinc, money:, alivec}

Oi2 Q2 - — — | {insuling, alivey}

O13 s — — — | {insuling, alivey, money }

Qusa | e - — — | {insuling, alivey, insuling, alivec}

05 | s - — — | {insuling, moneyy, alivey }

Ois i - — — | {insuling, alivey, insulinc, money:, alivex}
Oz | iz — — G | {insuling, moneyy, alivey, insuling, alive:}
Ois s — — — | {insuling, moneyy, alivey;, money: }

3 Constructing the Arguments

In [7] we proposed an argument scheme and associated krtieations to enable
agents to propose, attack and defend justifications fasacBuch an argument scheme
follows Walton [21] in viewing reasoning about action (pieal reasoning) as pre-
sumptive justification prima faciejustifications of actions can be presented as instan-
tiations of an appropriate argument scheme, and thenalrifieestions characteristic of
the scheme used can be posed to challenge these justifgealiba argument scheme
we have developed is an extension of Waltanifficient condition scheme for practical
reasoning21] and our argument scheme is stated as follows:

AS1 Inthe current circumstances R
We should perform action A
Which will result in new circumstances S
Which will realise goal G
Which will promote some value V.

This extended scheme can be viewed as a ‘positive’ jusiidicats it proposes an
action that would promote some value which is desirableHeragent. Additionally,



AS1 can also be stated in a ‘negative’ version. Where a valdersoted we have a
reason to refrain from an action to avoid a state containarjqular features (a “goal”)
which demote a value. This negative version, AS2, is statddlbpws:

AS2 In the current circumstances R
We should perform action A
To avoid some circumstances S
Which would realise goal G
Which would demote some value V.

This negative version of AS1 can thus be used to argue in tefragoiding some
undesirable outcome, rather than achieving some posititeome. The importance
of arguments for avoiding undesirable outcomes has regeirghasis from Amgoud
and her colleagues (e.g. [2]), who use the term ‘bipolar gdaldistinguish those to
be pursued from those to be avoided. We relate this bipgladt to goals (in some
cases a goal which demotes one value may promote anothespagahls need not be
intrinsically negative or positive), but to demotion or pration of particular values.
We make use of this negative variant of the argument schergenerate arguments
and critical questions for our example given later in thitiss, but once the arguments
have been generated we make no distinction between thoed basiemotion rather
than promotion of values.

In both our extended schemes we have refined Walton’s nofiargoal by distin-
guishing three elements: the state of affairs brought abptie action; the goal (the
desired features in that state of affairs); and the valier@ghson why those features are
desirable). Our underlying idea in making this distinctisthat the agent performs an
action to move from one state of affairs to another. The netegif affairs may have
many differences from the current state of affairs, and iy mall be that only some
of them are significant to the agent. The significance of tlifferences is that they
make the new state of affairs better with respect to some galoéd by the agent. Any
of our three elements, S, G and V, can be used as the goal inWgafibrmulation. The
appropriate questions and their resolution, however, der th the three cases. Note,
with regard to the goods valued by agents, that typicallynéhe state of affairs will be
better through improving the lot of sorparticular agent: the sum of human happiness
is increased only by increasing the happiness of some pktibuman. In this paper
we take the common good of all agents as the aggregationiofridézidual goods. It
may be that there are common goods which are not reflectedsimdgregation: for
example, if equality is such a common good, increasing thppinass of an already
happy agent may diminish the overall common good. For siiipliwe ignore such
possibilities here.

Now an agent who does not accept a presumptive argument rizek dhe con-
tentious elements in the instantiation through the apftinaof critical questions. We
have elaborated Walton’s original four critical questiassociated with his scheme by
extending them to address the different elements ideniifiede goal in our new ar-
gument scheme. Our original extension resulted in sixté#ereint critical questions,
which are as follows:



CQ1: Are the believed circumstances true?

CQ2: Assuming the circumstances, does the action haveatezistonsequences?
CQ3: Assuming the circumstances and that the action hasategl€onsequences, will
the action bring about the desired goal?

CQ4: Does the goal realise the value stated?

CQ5: Are there alternative ways of realising the same carsszps?

CQ6: Are there alternative ways of realising the same goal?

CQ7: Are there alternative ways of promoting the same value?

CQ8: Does doing the action have a side effect which demo&egatue?

CQ9: Does doing the action have a side effect which demotes sther value?
CQ10: Does doing the action promote some other value?

CQ11: Does doing the action preclude some other action whakd promote some
other value?

CQ12: Are the circumstances as described possible?

CQ13: Is the action possible?

CQ14: Are the consequences as described possible?

CQ15: Can the desired goal be realised?

CQ16: Is the value indeed a legitimate value?

Thus, in posing such critical questions agents can attackalhdity of the various
elements of the argument scheme and the connections betive®n and addition-
ally there may be alternative possible actions, and sidesffof the proposed action.
Each critical question can be seen as an attack on the argiingeposed against, as
described in [3]. However, since the representation methatiwe use in this paper
involves agents participating in joint actions, there ig durther critical question that
arises here:

CQ17: Is the other agent guaranteed to execute its part ofetsieed joint action?

In [3] this objection was subsumed under CQ2 since it alsonddhat the action
will lead to a different state from that proposed in the argaim There is, however, a
point in distinguishing cases where the different stateahed through the choice of
another agent, since the method of rebuttal will differ. &ample, we may answer this
critical question by explaining why it is in the intereststioé other agent to participate
in this joint action. We therefore add this additional cdti question as CQ17. It
becomes of particular importance in the empirical invegtans discussed in section
6.

To summarise, we therefore believe that in an argument abmatter of practical
action, we should expect to see one or nuniena faciejustifications advanced stating,
explicitly or implicitly, the current situation, an actipthe situation envisaged to result
from the action, the features of that situation for which slséion was performed and
the value promoted by the action, together with negativevarsto critical questions
directed at those claims. We now describe how this apprasgtattical reasoning can
be represented in terms of an AATS. In this paper we preserartiuments and critical
guestions in a semi-formal manner. A forthcoming paper [%g precise definitions
of instantiations of AS1 and AS2 and all the associatedcatijuestions. These defi-



nitions will enable general properties to be demonstrddxample, through the use
of model checking techniques similar to the approach toadteivs given in [20].

In this particular scenario we recognise two values reddiiveach agent: life and
freedom (the ability to act in a given situation). The vallie* (L) is demoted when
Hal or Carla ceases to be alive. The value ‘freedom’ (F) isatechwhen Hal or Carla
ceases to have money. The arcs in Figure 2 are labelled vathane demoted by a
transition, subscripted to show the agent in respect oflwitis demoted. We can now
examine the individual arguments involved.

In all of gy — g3, the joint action j demotes the value ‘life’ in respect of Hal,
whereas the action js neutral with regard to this value. We can instantiate isgjt
scheme AS2 by saying that where Hal has no insulin he shokédGarla’s to avoid
those states where dying demotes the value ‘life’.

Al: Where Insulip =0, Take, (i.e. j;), To avoid Alive, = 0, Which demotes }-
Argument A2 attacks Al and it arises frorg ehere Hal taking the insulin leads
to Carla’s death and thus demotes the value ‘life Carla’. iyt take’ we mean any of

the other available actions.

A2 attacks Al: Where Mongy= 0, Not Take, (i.e. jp or j;), To avoid Alive. = 0,
Which demotes L

Argument A3 arises fromgwhere Carla’s death is avoided by Hal taking the in-
sulin and paying Carla compensation.

A3 attacks A2 and A5: Where Insuljir= 0, Take, and Compensate(i.e. j; followed
by j3), To achieve Alive = 1 and Money = 1, Which promotes Land F..

Argument A4 represents a critical question directed at AZctvithallenges the
factual premise of A2, that Carla has no money.

A4 attacks A2: Money= 1, (Known to Carla but not Hal).

Next argument A5 mutually attacks A3 and it also attacks A2 skates that where
Hal has no insulin but he does have money, then he should t@l#&'Cinsulin and she
should buy some more. The consequences of this are thatr€aréns alive, promot-

ing the value ‘life Carla’, and, Hal has money, promoting viakue ‘freedom Hal'.

A5 attacks A3 and A2: Where Insujin= 0 and Money = 1, Take, and Buy. (i.e. j;
followed by |), To achieve Alive = 1 and Money = 1, Which promotes L.and F,.

Argument A6 critically questions A5 by attacking the asstimpin A5 that Carla
has money.

A6 attacks A5: Money= 0 (Known to Carla but not Hal)

10



Another attack on A5 can be made by argument A7 stating thatevarla has
money then she should not buy any insulin so as to avoid havingmoney, which
would demote the value ‘freedom Carla’.

A7 attacks A5: Where Money= 1, Not Buy. (i.e. j, or j; or j3), To avoid Money =
0, Which demotes F

A8 is a critical question against A3 which states that wheed ¢tbes not have
money, taking the insulin and compensating Carla is not aiplesstrategy.

A8 attacks A3: Where Mongy= 0, Take, and Compensaig(i.e. j; followed by ),
is not a possible strategy.

A8 is attacked by argument A9 which challenges the assumptia8 that Hal has
no money, and A9 is in turn attacked by A10 which challengesajpposite assump-
tion, that Hal does have money.

A9 attacks A8 and A11l: Mongy= 1 (Known to Hal but not Carla).
A10 attacks A9: Money = 0 (Known to Hal but not Carla).

Argument Al1l attacks Al in stating that where Hal does noehlmeney but Carla
does, then Hal should not take the insulin to avoid Carladé&ft with no money,
which would demote the value ‘freedom Carla’.

Al1 attacks Al: Where Mongy= 0 and Money = 1, Not Take, (i.e. jy), To avoid
Money, = 0, Which demotes F

Argument A12 can attack A5 by stating that in the situatiofere Hal does not
have insulin, then he should take Carla’s insulin but not gpensate her. This would
avoid him being left with no money, as when Hal has no money#iee ‘freedom
Hal’ is demoted.

A12 attacks A5: Where Insulin= 0, Take, and Not Compensagdi.e. j; followed by
jo Or j2), To avoid Money, = 0, Which demotes =

Finally, argument A13 attacks A2 by stating that where Hal ha insulin and no
money he should take Carla’s insulin and she should buy s@his.would ensure that
Carla stays alive, promoting the value ‘life Carla’.

A13 attacks A2: Where Insulin= 0 and Money = 0, Take, and Buy. (i.e. j; followed
by j2), To achieve Alive = 1, Which promotes L

This concludes the description of the arguments and attheksan be made by in-
stantiating argument schemes AS1 and AS2, and posing ajgmpritical questions.
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4 Evaluating the Arguments

In the previous section we identified the arguments thatgleeats in our problem situa-
tion need to consider. In order to evaluate the argumentsemgvhich ones the agents
will accept, we organise the arguments into a Value-Basegilmentation Framework
(VAF) [9]. VAFs extend the Argumentation Frameworks intuggd by Dung in [14],
so as to accommodate different audiences with differentegabind interests. One of
the key notions in Dung’s argumentation framework is thatqfreferred extension
(PE), a subset of the arguments in the framework which:

e is conflict free, in that no argument in the PE attacks anyradhgument in the
PE;

e is able to defend every argument in the PE against attacks dwdside the ex-
tension, in that every argument outside the PE which attaokargument in the
PE is attacked by some argument in the PE;

e is maximal, in that no other argument can be added to the Ploutiteither
introducing a conflict or an argument that cannot be deferadgdnst outside
attacks.

In a VAF strengths of arguments for a particuéardienceare compared with ref-
erence to thevaluesto which they relate. An audience hapreference ordeon the
values of the arguments, and an argument is defgated for that audiendkits value
is not preferred to that of its attacker. We then replace thi®n of attack in Dung's PE
by the notion ofdefeat for an audience® get thePE for that audienceWe represent
the VAF as a directed graph, the vertices representing azgterand labelled with an
argument identifier and the value promoted by the argumedtilze edges represent-
ing attacks between arguments. Attacks arise from the psoafcritical questioning,
as described in the previous section, not from an analysrseadirguments themselves.
The values promoted by the arguments are identified in tharitiations of the argu-
ment scheme presented in the previous section. The VAF fop@lblem scenario is
shown in Figure 3. Note that two pairs of argumeris4, A6} and{A9, A10} relate
to facts known only to Carla and Hal respectively. In ordebiiog these into a value-
based framework, we ascribe the value “truth” to statemefrfict, and as in [9], truth
is given the highest value preference for all audiencesesivhile we can choose what
we consider desirable, we are constrained by the facts gpawdat is trué

3Ascribing the value ‘truth’ is used here as a convenientakevA framework to handle the mixture of
epistemic and practical reasoning in legal decisions isrdestin [6].
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Figure 3. VAF for the problem scenario.

Carla

The questions posed by the problem scenario are whetheridaldstake the in-
sulin and whether Hal should compensate Carla. We answss theestions by finding
the preferred extensions (PEs) of the framework for varenudiences. Note that the
PE may contain both arguments providing reasons for peifgrran action and for
not performing it. The actions which will be chosen are thespported byeffective
arguments, that is, those which do not feature in an unssftdedtack. Thus in g for
example, A2, which provides a reason for Hal not to take tiselin, is not attacked
and so will be in the PE. If, however, we prefeglto Lo, Al, which gives a reason
for Hal to take the insulin will also be included. In such aedg is ineffective and
so Hal should take the insulin, despite there being reasgaimst this action which
cannot be countered through argument. If Al is in the PE itwsys effective since it
attacks nothing, and so if Al is present then Hal should tagertsulin. If A3, which
gives a reason for Hal to compensate Carla, is included issaways effective since
it always defeats A2, because its values are a superset et must defeat A5 or
be defeated by it. If both A1 and A3 are in the PE, Hal shoule tide insulin and
compensate Carla. If A3, but not A1, is present Hal shoulé tak insulinonly if he
then compensates Carla. What we must do therefore is corisidehich audiences
Al and A3 appear in the PE.

For this discussion we will assume that the agents are partofmmon culture in
which the value life is preferred to the value freedom. Tleieras reasonable in that
life is a precondition for any exercise of freedom. Therd thiérefore be no audience
with a value order in whictFs, > L4g4, for any agent Ag, although of course it is
possible for an agent to prefer its own freedom to the liferafther.

First we note thafA7, A11, A12} are not attacked and so will appear in every PE.
Immediately from this we see that A1l will not appear in any FEmw audience for
which F > Ly, and that A3 will not appear in any PE of an audience for wigh
> L¢. AS will never be defeated by A7, sinda> > F( for all audiences.

To proceed we must now resolve the factual issues whichrdeterthe conflicts
{A4, A6} and{A9, A10}. Thus we need to consider the initial statgs-aj; separately.
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In states g and g A10 defeats A9 and hence A8 is included. Since truth is the
highest value this will exclude A3 (reasonably enough siHaécannotpay compen-
sation). In g A6 defeats A4, A5 and A13, so that A2 is no longer attacked,witid
be in the PE. In the presence of A2, we can include Al onlyif > L. Thus for
qo the PE will be{A2, A6, A7, A8, A10, Al1l, A1Z extended with Al for audiences
for which Ly > Lo > Fe. In ¢y A4 defeats A6 so A13 will be included. A4 also
defeats A2 so Al will be included for audiences for which > F. Thus for g the
PE will be {A4, A13, A7, A8, A10, Al1l, A12 extended with Al for audiences for
which Ly > Fe. In g and g A9 will defeat A10, A8 and A13. In g A6 defeats
A4 and A5, so A3 will now be included for audiences for whith > Fg. If A3 is
included A2 is defeated and Al included, provideg > F-. So the PE for gwill be
{A6, A7, A9, All, Al2 extended by A3 for audiences for whi¢l: > Fy and by
A1l for audiences for whicll.gy > F. Finally in g5, A4 defeats A6 and A2, so Al is
included if Ly > F¢. A5 and A3 are now in mutual conflict, and the conflict will be
resolved depending on wheth&f: or Fy; is preferred. Thus the PE iny qill contain
{A4, A7, A9, Al1, A12}, extended by Al iLy > F, by A3if Fo > Fy and by A5
if Fyg > Fe.

We can now summarise the status of A1 and A3 in Table 2.

Table 2:Status of A1 and A3

Initial State Al included if: A3 included if:
do Ly > Le > Fe never
Oh L > Fo never
02 Lg > Fco Lo > Fy
gs Ly > Fc Fe > Fy
A5 included otherwise

From this we can see that if the interests of Hal are rankesleatimse of Carla,
Hal should take the insulin and not pay compensation, wisdfdlae interests of Carla
are ranked above those of Hal, Hal should take the insulig drile compensates.
These two positions thus express what is prudentially ightHal and Carla to do
respectively.

From the standpoint of pure morality, however, people shae treated equally:
thatis Cy = Lc) > (Fg = F¢). Remember, that if the problem is considered in
the abstract, one does not know who will be the person wha liteeinsulin: one may
find oneself playing the role of Hal or Carla, and so there iseason to prefer one
agent to the other. If this perspective is adopted, then Haililsl take the insulin in
all situations other thangg and is obliged to compensate only ip, gince there are
two PEs in g. We can see this as representing the morally correct judgertie
judgement that would be arrived at by a neutral obsdrvérll possession of the facts

However, the point about being in full possession of thesfastimportant. In
practice we need to evaluate the conduct of the agents iritthisns in which they
find themselves. In our scenario Hal cannot know whether b€ada is in a position
to replace the insulin herself: for Halg gs epistemically indistinguishable from g
and g is epistemically indistinguishable from gNow consider Hal in g/gs. He will

14



of course take the insulin and justify this by saying thatlifissis more important than
Carla’s freedom of choice with regard to her money. In a ggeidich rates L> F, this

will be accepted. Thus Hal should take the insulin. If he tbleooses to compensate,
he can be sure of acting in a morally acceptable manner, #ineés required in g
and appears in one of the alternative PEs 4n &f, on the other hand, he does not
compensate, while he may attempt justification jrbg saying that he saw no reason
to prefer Carla’s freedom of choice to his own, ifnlge would have to argue that his
freedom of choice is preferred to Carla’s life. This justtion will be rejected for the
same reason that the justification for taking the insulifllavas accepted, namely that

L > F. Morally, therefore, in g/qs, Hal should take the insulin and compensate Carla.

Now consider g/q;, where compensation is impossible. ntgking the insulin is
justifiable by L> F. In ¢, however, the justification is onlf;; > L. Hal’s problem,
if this is not acceptable, is that he cannot be sure of actimgrmorally correct manner,
since he could take the insulin in @nd not take it in g. Our view is that taking the
insulin should be seen as mora#iycusableeven in g, although not morallgorrect,
since the possibility of the actual state beingatjleast excuses the preference of Hal’s
own interests to Carla’s. The alternative is to insist on i#ltaking the insulin in g,
which could be explained only bk < F¢, and it seems impossibly demanding to
expect Hal to prefer Carla’s lesser interest to his own graaterest. The distinction
between morally correct and morally excusable is merelyati@mpt to capture some
of the nuances that are found in everyday discussions dfaigthwrong. There is con-
siderable scope to explore these nuances, which are ofsemi@a in standard deontic
logic. See, for example, McNamara’s discussion in [17] Whdcstinguishes: what is
required (what morality demands); what @ptimal (what morality recommends); the
supererogatory (exceeding morality’s demands); the ryoradifferent; the permissi-
ble suboptimal; the morally significant; and the minimumt timerality demands. We
will return to McNamara’s concept of supererogation in sech.

There is also other work in the philosophy literature thakesause of the concept
of values. For example, in [15] values are disucssed inioglab a framework for
reasoning about norms and preferences. However, this atddters from the one
presented in this paper in its use of value statements. [hvHlGes are used in value
judgements, e.g. by describing objects or states of aff&rbeing ‘good’ or ‘bad’.
Thus such value concepts can be used for classificatory pespe.g. in statements
such as “This is a good car”, and for comparative purposesatements such as “My
new car is better than my old car”. Although this account de&ste states of affairs to
values, it does so through the use of such value judgemaitirrthan by identifying
context dependant values that are promoted through therattat of goal states, as in
the account presented in this paper.

5 Moral, Prudential and Legal “Ought”

In our discussion in the previous section we saw that whatantashould do can be
determined by the ordering the agent places on values. THering can take into
account, or ignore, which of the agents the values relateriadential reasoning takes
account of the different agents, with the reasoning agesfeming values relating to
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itself, whereas strict moral reasoning should ignore tldividual agents and treat the
values equally. We will consider five possible value ordehicW respect L> F, and
which order the agents consisteritly

V01 Morally correct values are ordered — within each value agents are treatediyq
and no distinctions relating to agents are made. In our elgrfgr Hal: (Ly =
Lc) > (FH = Fc).

V02 Self-Interestedvalues are ordered as for moral correctness, but withirue\an
agent prefers its own interests. In our example, for Hia}: > Lo > Fg > Fe.

V03 Selfish values are ordered, but an agent prefers its own intere#tese of other
agents: In our example, for Haliy; > Fg > Lo > Fe.

V04 Noble values are ordered as for moral correctness, but withinweven agent
prefers the other’s interests. In our example, for Hal: > Ly > Fo > Fy.

V05 Sacrificiat values are ordered, but an agent prefers the other’s giei@its own.
In our example, for HalLs > Fe > Ly > Fg.

Note that the morally correct order is common to both agentsle the orders
for self-interested Hal and noble Carla are the same, ahase for selfish Hal and
sacrificial Carla.

Now in general an agent can determine what it should do bytaarigg the VAF
comprising the arguments applicable in the situation ancutating the PE for that
VAF using some value order. Using VO1 will give what it moyashould do and VO3
what it prudentially should do.

Itis, however, possible that there will not be a unique PE:iiray be either because
the value order cannot decide a conflict (as with A3 and A5 wiing VOL1 in g
above), or because the agent lacks the factual informatiogsblve a conflict (as with
Hal with respect to A4 and A6 above). In this case we need tgiden all candidate
PEs. In order to justify commitment to an action the agent meked to use a value
order which includes the argument justifying the actionlicandidate PEs.

Consider g and VO1: we have two PE§A1, A3, A4, A7, A9, All, A12 and
{A1, A4, A5, A7, A9, Al1l, A12. Alisin both and itis thus morally obligatory to take
the insulin. A3 on the other hand is in one PE but not the othdrsa both compensate
and not compensate are morally correct in I is possible to justify A5 by choosing
a value order withFy > F, or A3 by choosing a value order withe > Fg.
Thus in g a selfish or a self-interested agent will not compensateraesea noble
or sacrificing one will. Either choice is, however, congisteith the morally correct
behaviour. Next we must consider what is known by the reagspagent. Consider
Hal in ap /g3, where we now have an additional PE to take into account. Ehizd™m
0o using VO1 is{Al, A3, A6, A7, A9, All, A12 and as Al is in all three, taking
the insulin is obligatory. To exclude A3 from the PE far, the preferencé’y; > Lo

4Note that although we consider only five such value orderhare, there are other orderings that are
also possible. For example, an agent may value Hal and Caviessdqually, but then prefer the freedom of
one agent over that of another, e...f{ = L¢) > Fy > Fc.
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is required so that the attack from A2 succeeds. Here legit@rself-interest cannot
ground a choice not to compensate: this preference is oD, which means that
only a selfish agent will not compensate. I therefore, failing to compensate is not
consistent with morally correct behaviour, and an agentlvhiade this choice would

be subject to moral condemnation. VO2 cannot exclude A3 fiteenPE in g, since

A5 is not available in g, and so cannot rule out compensation. Therefore, the agent
must, to act morally, adopt VO4 or VOS5, and compensate, dthe istate turns out to

be .

In qo/0:, we have two PEs for Hal using VO1: from A2, A6, A7, A8, Al0,
All, A12} and from g {Al, A4, A5, A7, A8, A10, Al1l, A12, A13. Here A3 is
always rejected, reflecting the fact that compensationp®ssible. Hal must, however,
still choose whether to take the insulin or not. This means le must adopt a value
order which either includes Al in the PE for bothand q, or which excludes it from
both. Al can be included in both given the preferefhge > L. Al can, however,
only be excluded from the PE for df Fo > Lyg. VO4 does not decide the issue:
thus Hal must choose between self-interest (VO2) and beiagfieial (VO5). Neither
choice will be sure to be consistent with morally correctdabur: VO2 will be wrong
in g and V5 will be wrong in g, where the sacrifice is an unnecessary waste. It is
because it is unreasonable to require an agent to adopt \WDE &fla to expect Hal to
do this would require her to adopt the selfish order VO1), Weasay that it is morally
excusable for Hal to take the insulin ig ;.

The above discussion suggests the following. An agent mussider the PEs
relating to every state which it may be in. An action is justifionly if it appears in
every PE formed using a given value order.

¢ If VOL1 justifies an action, that action is morally obligatory

e If VO1 does not produce a justified action, then an actionfjagtunder VO2,
VO4 or VO5 is morally permissible.

¢ If an action is justified only under VO3, then that action isgentially correct,
but not morally permissible.

Amongst the morally permissible actions we may discrineratcording to the de-
gree of preference given to the agent’s own interests andigletsay: VO2 gives ac-
tions which are morallgxcusablgVVO4 gives actions which are moralpraiseworthy
and VOS5 gives actions which aseipererogatory19], beyond the normal requirements
of morality.

These are our suggestions for possible moral nuances tlustéensider again Mc-
Namara’s concept of supererogation in terms of our modelemésages a situation
in which a person is obliged to see to it thrtbut can meet this obligation in several
ways, for example either by doing Actipmr Action,, and that the consequences ad-
ditional to realisingp will be different if Action; rather than Actiog is performed. In
terms of an AATS, from the initial state,gthe agent can perform Actigrto reach g
or Action, to reach g and in both g and g, pis satisfied. The agent will now need to
choose between Actiqrand Actiory on grounds other tham It may well be that one
state, say g will enhance the aggregate good of all the agents involvecerthan g,
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whereas gwill enhance the individual good of the agent making the cbonore than
will g;. The minimum that morality demands in this case will be Agtido reach g,
but the supererogatory act will be Actipto reach g. In terms of value order, Actign
will be selected if it conforms with the morally correct oritey, but favours the inter-
ests of others over the agent itself, that is V04, the ordesfrihe noble agent. Actign
will be selected if the agent adopts V02, the self-inteptEsition. On this reasoning,
McNamara’s supererogatory turns out to be what we havedcaterally praisewor-
thy” here. We wish to draw a distinction between morally pesiorthy, which does
correspond to doing more than the minimum that morality megu and supereroga-
tion, since taken too far, consideration of the intereststbhérs may lead to a state in
which p is not satisfied. Here the requirements of morality are ndt albeit that the
agent who suffers as a result has chosen to @o so

We may now briefly consider what might be appropriate legjatato govern the
situation. We will assume that the following principle gave just laws: that citizens
are treated equally under the law. This in turn means thaletyislator can only use
VOL1, as any other ordering requires the ability to discrimnbetween the interests of
the agents involved. We will also assume that the legislatattempting to ensure that
the best outcome (with regard to the interests of all agést®ached from any given
situation. Thus in our example, from the legislature will be indifferent between q
and g.; from ¢, and @ they will wish to reach g,; and from g they will be indifferent
between g and q,. Now consider the following possible laws:

Law 1. Any agent in Hal's position should be obliged to take the limsabsolutely.
This may fail to lead to g, if such an agent does not compensatednaind so
may not achieve the desired ends. Moreover,githis requires that g rather
than g be reached, which prefers the interests of agents in Habgipo to
agents in Carla’s position.

Law 2. Any agent in Hal's position is forbidden to take the insulinless he pays
compensation. This fails to produce the desired outcome,iwhere it leads to

dr.

Law 3. Any agent in Hal's position is permitted to take the insulbnt is obliged to
compensate if he is able to. This will reach a desired outdora# states, and is
even-handed between agents in Hal and Carla’s positiong imgqj;, however,
it favours the interests of agents in Carla’s position oggrds in Hal’s position
by determining which of the two agents ends up with money.

Law 4. Any agent in Hal's position is obliged to take the insulin aidiged to com-
pensate if able to. This will reach a desired state in evesg daut favours agents
in Hal's position in g and agents in Carla’s position in.q

Thus if we wish to stick with the principle of not favouringettinterests of either
agent, we can onlgermitHal to take the insulin angermitHal to pay compensation:

5There is a saying common amongst Church of England clergy “Gesepve us from saints” which also
recognises that good intentions can have undesirable goesees, and that self sacrifice is not always the
attitude to be enjoined.
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none of the proposed laws are at once even-handed and diesirall of the possible
situations. Under this regime we have no problemginthe states reached are of equal
value, and it is Hal, not the State, who chooses whose inteittde favoured. In g
we will reach a desired state provided Hal is not sacrifidiab, we must rely on Hal
not being selfish, and acting in a moral fashion. Finally jma reach a desired state
and again Hal chooses whose interests will be favoured.idRrdthat we can expect
agents to act in a morally acceptable, but not supererogdéshion, and so use VO2
or VO4, the desired outcomes will be reached. It may be, hewdat the legislature
will take the view that favouring Carla insgs a price worth paying to prevent selfish
behaviour on the part of Hal i,gand pass Law 3. This is a political decision, turning
on whether the agents are trusted enough to be given freamlohobse and the moral
responsibility that goes with such freedom. A very coningillegislature might even
pass Law 4, which gives the agents no freedom of choice, bighwbkaches a desired
state even when agents act purely in consideration of theirinterests.

Finally we return to the initial observations of Hare: is @gsible to crystallise
our reasoning into “not too specific and not too detailed f@mhat moral principle
might Hal form? First, moral principles which apply to padiar states would be too
specific. In practice Hal would never have sufficient knowledaf his situation to
know which principle to apply. On the other hand, to frameiagiple to cover all four
initial states would be arguably too general as it would rgneertinent information.
In states g/0s, the appropriate moral principle is to take and compenshigensures
that moral censure is avoided, and although it may be, if thie $urns out to beg
that Carla’s interests are favoured, Hal is free to makedhdce, even if we believe
that the State should not impose it. 1p/q;, the choice is not so clear: since moral
correctness cannot be ensured, either taking or not takemsulin is allowed. While
taking the insulin is morally excusable, and so an acceptpbhciple, Hal is free to
favour Carla’s interests over his own, provided that hisown choicao do so. While
Hal cannot be compelled, or even expected, to be sacrificealcannot be morally
obliged to be self-interested either.

6 Simulations

The approach described above has formed the basis of twéesioms, reported in [10]
and [11]. The insulin scenario as previously describedasiged in [11], while [10]
introduces the State as a third agent able to intervene lisedis own values.

The simulation in [11] required, as noted at the beginningemftion 2, some re-
finement to the representation in order to block some uraldsirarguments. First it
was necessary to distinguish situations in which insulis asailable for purchase, to
prevent Hal from simply buying insulin to replace what he kest. We modelled this
as a single Boolean, indicating whether the chemist was opemwt. Second it was
necessary to distinguish situations where the agent wagticat need of insulin from
those where it had more time to find insulin. This was to prewgarla from dying
when compensated by Hal before she was able to buy insulithi§end the variable
for life was able to take the values 2 (good health), 1 (@ijiend 0 (dead). Finally
we needed to give some impact to compensating Carla whenrgagy had money.
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This was achieved by making the variable for money also fage/dlues 2 (more than
enough) 1 (enough to buy insulin) and 0 (not enough to buylimsuAlthough not
changing the principles of the approach, this made the sateomore complicated and
the state space much larger: the worth of computer simualaticthis increased size of
problem was evident.

Once these adjustments had been made, the simulation cedfitm reasoning
given above. One interesting point was that where two admitshad money, neither
agent did anything until Carla’s health became criticalrl€avaited to be compen-
sated, and Hal was not prepared to compensate. In the next @aa would buy
insulin and Hal would compensate her only if noble or sagaifiin the simulations
the agents were aware of each other’s financial state).

The simulation, of course, also confirmed that where neittag money one of
them died. The second simulation [10] introduced the Statdatted as a third agent.
The discussion of possible laws to influence the behaviotwh®fagents in section 5
conceived of the State as a passive ring holder, issuing, lamisnot intervening to
change the situation. This conception is rather like theci@d.aws” approach to co-
ordination in multi-agents systems which originated in kveuch as [18] and which
forms the basis of [22] and [20]. In this approach the ideaoiform social laws
which, if complied with by the agents, will ensure that certandesired states are
not reached. It is argued that agents will comply with theseslsince they will see
that their interests are served by avoiding these statds.cbmpliance is considered
likely even if the law is asymmetric in that it benefits one rgeore than another,
since the less favoured agent nonetheless receives thiitbeféhe assurance that the
undesired states are avoided. No such mutually advantagemial law is possible
in our example, since from some initial states an undesitate £annot be avoided.
Moreover, although an undesirable state must inevitabkebehed, the choices of the
agents determine which of them will suffer: our argument thas this decision should
be made by the agents rather than the State.

In practice, of course, the State is not entirely passivechn intervene so as to
affect the states reached, either by imposing sanctiorigj providing benefits. In the
second simulation [10], we modelled the effect of allowihg State to intervene so
that it was able to ameliorate the undesired consequendss.State was given two
actions: it could supply an agent with insulin (which it wdulo if the agent had no
insulin) and it could fine an agent who took another’s insalid did not compensate
(provided the fine could be paid). With these actions avhildlis possible, should the
State see it as in its interests to do so, to ensure that allghats survive, whatever
the initial state. In order to determine the rational resg@oof the State in particular
situations, that State is ascribed values of its own so tltain use practical arguments
in the same way as the other agents. The State’s values veeliéetbf its citizens, its
own resources, and the resources of its citizens.

A sample of the results given in Table 3 shows the resultsviior gelfish agents
each of which may or may not have money, and three value ogiefor the State.

Broadly these results were as we would expect: the Stategivél Carla insulin,
provided it prefers the lives of its citizens to its resow,and will fine Hal if it can, un-
less it values its citizen’s resources over its own. Theee laowever, some interesting
observations.
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Table 3:Actions for the Different Situations

Preference Mec=0 Me >0
Mg =0 Mg >0 Mg =0 Mg >0
L >Fs >F | giveinsulin fine + give in- | give insulin fine + give in-
sulin sulin
L >F>Fg | giveinsulin give insulin give insulin give insulin
Fs > L >F | nothing fine buy insulin fine + buy in-
sulin

One is that Carla will never buy insulin, even if she can, sskhe believes the State
to value its resources over the lives of its citizens. If shiieves the State will give her
insulin, she will take the opportunity to save her money.sHiiuation was paralleled
by prescription charges in the UK. Originally prescripsdar required medicines were
free under the UK National Health Service, but over time iswaen as anomalous that
those who could pay for their medicines did not do so. As altesescription charges
were introduced, broadly for those in work. Note that theudation would have drawn
the attention of a policy maker to this feature.

A second point is that Halevercompensates Carla if the State will give her insulin,
unless he is noble or sacrificial. Since Hal is aware thateGslife is not threatened,
he does not voluntarily give up his money. This is not, howewtat we would wish
to happen. Two possibilities offer themselves: the Statédcmake fines punitive, so
that it is in Hal's financial interests to compensate voluhtaThis, however, works
only where Hal has more than enough money. An alternativddvoe to introduce
an extra value to represent the social stigma of being finecerévHal gives sufficient
regard to this value, even a selfish Hal will compensate Ca@hés indicates a distinct
benefit for a society in which agents have this kind of resfdor fear of) the law.

A third point is the importance of CQ17, which requires agantconsider what
they expect other agents to do, in this second simulatioris iFhturn requires the
agents to have knowledge of, or make assumptions aboutathe priorities of the
other agents. In the case of the State, this should not belbdepmosince it will pro-
mulgate its legislation and so declare its intentions ineade. There could, however,
be a problem if the actions of the State were subject to some &b discretion, as this
would mean that the agent could not base its decisions onableliew of how the
State will act. If the giving of insulin were discretionafar example, Carla would
be somewhat foolhardy not to buy it herself if she could. Trisertainty could well
frustrate the intentions of the legislation. With regar@tber agents, the safest course
of action is simply to assume that the other agents are sefftsins the State will give
Carla insulin, even when Hal could compensate her, sincninat rely on Hal doing
“the right thing”.

This assumption is probably the best that can be made whdingl@ath anony-
mous or unknown agents, or when the State is considering gewta will behave in
relation to itself. Thus the State could probably rely onl€&r buy insulin if she were
able and the State did not supply it, but would be unwise tp oel Hal compensat-
ing Carla in the case where he had money and she did not. Itiggabowever, we
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often do need to rely on other agents acting in a less tharegngelfish way, with-
out expecting them to go beyond what morality demands. Wgtkamily and social
relationships would become impossible without sometinatisgin the belief that an-
other agent will give some consideration to our interegtghése particular situations
knowledge of the individuals can give rise to this trust: #uwvantage of a common
moral code taken for granted throughout a society is thatamencake similar reliance
on people of whom we have no particular knowledge.

A further point of interest is that where there was no Staterirention, sometimes
bad things (someone dying) were inevitable, but if not itele could be avoided by
a degree of unselfishness on the part of the agents. Stateeintien, at least in the
form of the actions modelled here, ensures that bad thingetappen, but no longer
requires any unselfishness on the part of the agents: Hal isatévated to compensate
Carla since she is removed from danger, and can onlyoeecedto compensate by
threat of sanctions. Viewed in this light, the well-inteméd State militates against
the development of a moral sense. If, however, we motivateddiavoid being fined
by introducing an additional value representing respectdw, we can produce the
unselfish behaviour once more. Here respect for law is subeg for the notion of
morally reasonable behaviour that arose in the ungoveringation.

7 Concluding Remarks

In this paper we have described how agents can reason abatitivdy ought to do
in particular situations and how moral principles can eradrgm this reasoning. An
important feature is how their choices are affected by tlygeteof consideration given
to the interests of the other agents involved in the sitmatichich is captured by an
ordering on the values used to ground the relevant arguméifferent value orders
will attract varying degrees of moral praise and censureh&@ve further illustrated this
by reference to some computer simulations, including a metere the State is able
to intervene. Where the State intervenes the proper behawquired of the agents is
altered.

In future work we will wish to consider further the relatioetiveen the various
kinds of “ought” we have identified here. In particular, itght be conjectured that
reasoning with the morally reasonable value orders VO2 &0d will always lead to
an outcome which is desirable when aggregating the intecéghe agents involved.
The simulations empirically support this conjecture, malgtic investigation would be
more rigorous. A second interesting line of inquiry wouldtbéncrease the number of
agents involved and to use more complicated scenariosn&ider the effect of agents
having different attitudes towards the others dependingheir inter-relationships,
modelling notions such as kinship, community and nationaligings. Such investiga-
tions on complicated state spaces will undoubtedly benefit upport from computer
simulation and model checking techniques such as thosetaiggglore social laws, as
in [20]. We would hope that this line of inquiry would yieldsight into the emergence
of norms of cooperation.

22



Acknowledgments

This paper is a revised and extended version of a paper peesanthe Eighth Inter-
national Workshop on Deontic Logic in Computer Science (DEZD06). We thank
the anonymous reviewers and the participants of that work&br their comments and
suggestions. We would also like to thank Alison Chorley fer bontributions to our
work on modelling practical reasoning. We also acknowlegigitial support received
from the European Commission through Project ASPIC (IS8-B82307).

References

[1] R. Alur, T. A. Henzinger, and O. Kupferman. Alternatitigie temporal logic.
ACM Journal 49 (5):672-713, 2002.

[2] L. Amgoud and S. Kaci. On the generation of bipolar goalssigumentation-
based negotiation. In I. Rahwan, P. Moraitis, and C. ReeithrsdProceedings
of the First International Workshop on Argumentation in kk#igent Systems
(ArgMAS 2004)Lecture Notes in Artificial Intelligence (LNAI) 3366, pag/&92—
207. Springer, 2004.

[3] K. Atkinson. What Should We Do?: Computational Representation of Peigea
Argument in Practical Reasonin®hD thesis, Department of Computer Science,
University of Liverpool, Liverpool, UK, 2005.

[4] K. Atkinson and T. Bench-Capon. Addressing moral praidehrough practical
reasoning. In L. Goble and J-J. Ch. Meyer, edit@spntic Logic and Artificial
Normative Systemé&ecture Notes in Artificial Intelligence (LNAI) 4048, page
8-23. Springer, 2006.

[5] K. Atkinson and T. Bench-Capon. Action-based altenmgtiransition systems
for arguments about action. Proceedings of the Twenty Second International
Conference on Atrtificial Intelligence (AAAI 2002007.To appear in July 2007

[6] K. Atkinson and T. Bench-Capon. Argumentation and stadd of proof. InPro-
ceedings of the Eleventh International Conference on Allaad (ICAIL 2007)
2007.To appear in June 2007

[7] K. Atkinson, T. Bench-Capon, and P. McBurney. A dialoggame protocol for
multi-agent argument for proposals over actidutonomous Agents and Multi-
Agent Systemd1(2):153-171, 2005.

[8] K. Atkinson, T. Bench-Capon, and P. McBurney. Computadl representation
of practical argumentSynthesgl52(2):157-206, 2006.

[9] T. Bench-Capon. Persuasion in practical argument ugihge based argumenta-
tion frameworks.Journal of Logic and Computatioi3 3:429-48, 2003.

23



[10] A.Chorley and T. Bench-Capon. Modelling state inteti@n in cases of conflict-
ing interests. In T. van Engers, editbegal Knowledge and Information Systems,
JURIX 2006: The Annual Conferenamlume 152 ofrontiers in Artificial Intel-
ligence and Applicationpages 31-40. IOS Press, 2006.

[11] A. Chorley, T. Bench-Capon, and P. McBurney. Automgtamgumentation for
deliberation in cases of conflict of interest. In P. E. Dunnd &. J. M. Bench-
Capon, editorsComputational Models of Natural Argument, Proceedings of
COMMA 2006 volume 144 offFrontiers in Artificial Intelligence and Applica-
tions, pages 279-290. 10S Press, 2006.

[12] C. G. Christie. The Notion of an Ideal Audience in Legal Argumeiiuwer
Academic Press, 2000.

[13] J. ColemanRisks and WrongsCambridge University Press, 1992.

[14] P. M. Dung. On the acceptability of arguments and itstamental role in non-
monotonic reasoning, logic programming and n-person gawe#icial Intelli-
gence 77:321-357, 1995.

[15] S. O. HanssonThe Structure of Values and NornmSambridge University Press,
2001.

[16] R. M. Hare.Freedom and Reasofhe Clarendon Press, Oxford, UK, 1963.

[17] P. McNamara. Doing well enough: Towards a logic for conmsense morality.
Studia Logica57:167-192, 1996.

[18] Y. Moses and M. Tennenholtz. Atrtificial social system€omputers and Al
14(6):533-562, 1995.

[19] J. O. Urmson. Saints and heroes. In A. |. Melden, ediissays in Moral
Philospohy pages 198—-216. University of Washington Press, 1958.

[20] W. van der Hoek, M. Roberts, and M. Wooldridge. Socialdan alternating
time: Effectiveness, feasibility and synthes8ynthesgl156(1):1-19, 2007.

[21] D. N. Walton. Argumentation Schemes for Presumptive Reasonlirayrence
Erlbaum Associates, Mahwah, NJ, USA, 1996.

[22] M. Wooldridge and W. van der Hoek. On obligations andmative ability: To-
wards a logical analysis of the social contraidurnal of Applied Logic3:396—
420, 2005.

24



