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Abstract

We consider the problem of sampling almost uniformly from the set of contingency tables with given row and column sums, when the number of rows is a constant. Cryan and Dyer [3] have recently given a fully polynomial randomized approximation scheme (fpras) for the related counting problem, which only employs Markov chain methods indirectly. But they leave open the question as to whether a natural Markov chain on such tables mixes rapidly. Here we answer this question in the affirmative, and hence provide a very different proof of the main result of [3]. We show that the “2 × 2 heat-bath” Markov chain is rapidly mixing. We prove this by considering first a heat-bath chain operating on a larger window. Using techniques developed by Morris and Sinclair [20] (see also Morris [19]) for the multidimensional knapsack problem, we show that this chain mixes rapidly. We then apply the comparison method of Diaconis and Saloff-Coste [8] to show that the 2 × 2 chain is rapidly mixing. As part of our analysis, we give the first proof that the 2 × 2 chain mixes in time polynomial in the input size when both the number of rows and the number of columns is constant.

1 Introduction

Given two lists of positive integers, \( r = (r_1, \ldots, r_m) \) and \( c = (c_1, \ldots, c_n) \), an \( m \times n \) matrix \([X[i,j]]\) of non-negative integers is a contingency table with row sums \( r \) and column sums \( c \) if \( \sum_{j=1}^{n} X[i,j] = r_i \) for every row \( i \) and \( \sum_{i=1}^{m} X[i,j] = c_j \) for every column \( j \). We write \( \Sigma_{r,c} \) to denote the set of all contingency tables with row sums \( r \) and column sums \( c \). We assume that \( \sum_{i=1}^{m} r_i = \sum_{j=1}^{n} c_j \) (since otherwise \( \Sigma_{r,c} = \emptyset \)) and denote by \( N \) the common total, called the table sum.

In this paper, we consider the problem of sampling contingency tables almost uniformly at random. Unfortunately, no general technique currently exists for polynomial time sampling of general contingency tables with arbitrary row and column sums. Here we consider a particular restriction, the case where the number of rows is a constant. We give an fully-polynomial almost-uniform sampler (fpaus) for this restriction. An fpaus is defined to be an algorithm which accepts an instance of the contingency tables problem together with a maximum error probability \( \epsilon \in (0,1) \), and outputs a random element of \( \Sigma_{r,c} \) subject to the following two conditions: (i) the output distribution of the fpaus must lie within total variation distance \( \epsilon \) of the uniform distribution; (ii) the running time of the fpaus must be bounded by a polynomial in the size of the input (in this case \( n \) and \( \log N \)) and in \( \log \epsilon^{-1} \).

We first review recent work on approximate counting of contingency tables, and discuss the connection between approximate counting and almost-uniform sampling for contingency tables. Cryan and Dyer [3] recently gave a fully polynomial randomized approximation scheme (fpras) for counting contingency tables when the number of rows is constant. It was previously shown by Dyer et al. [12] that the problem of exact counting is \#P-Complete, even when there are only two rows (Barvinok [1] gave a polynomial-time algorithm to exactly count contingency tables when the number of rows and the number of columns is constant). It is well-known that for all self-reducible problems, finding an fpras for approximate counting is equivalent to finding an fpaus for almost-uniform sampling (see Jerrum et al. [17]). However, the contingency tables problem is not known to
be self-reducible. The existence of an fpras for almost-uniform sampling of contingency tables does imply an fpras for approximately counting contingency tables (see for example Dyer and Greenhill [11]), but the other direction is not known to hold. Therefore the algorithm in [3] does not necessarily imply an fpras for almost-uniform sampling, though it does imply a sampling algorithm that depends on $e^{-1}$ rather than $\log e^{-1}$. Moreover, the algorithm in [3] is a mixture of dynamic programming and volume estimation, and uses Markov chain methods only indirectly. So [3] leaves open the question as to whether the Markov chain Monte Carlo (MCMC) method can be applied directly to this problem. In addition to its intrinsic interest, this question has importance for two reasons. Firstly, previous research in this area has routinely adopted the MCMC approach. Secondly, the MCMC method is more convenient, and has been more widely applied, for practical applications of sampling.

In this paper we will give the first proof of rapid mixing for a natural Markov chain when the number of rows $m$ is a constant. We first review previous work on the MCMC method for sampling contingency tables.

Contingency tables are important in applied statistics, where they are used to summarize the results of tests and surveys. The conditional volume test of Diaconis and Efron [6] is perhaps the most soundly based method for performing tests of significance in such tables. The Diaconis-Efron test provides strong motivation for the problem of efficiently choosing a contingency table with given row and column sums uniformly at random. Other applications of counting and sampling contingency tables are discussed by Diaconis and Gangolli [7]. See also Mount [12] for additional information, and De Loera and Sturmfels [5] for the current limits of exact counting methods.

With the exception of [1] and [3], most previous work on sampling contingency tables applies the MCMC method, as described in the survey of Jerrum and Sinclair [16]. This method, which has been used to solve many different sampling problems, is based on a very simple idea. Suppose that we have a Markov chain on a finite set of discrete structures $\Omega$, defined by the transition matrix $P$. If the Markov chain is ergodic, then it will converge to a unique stationary distribution $\pi$ on $\Omega$, regardless of the initial state. This gives a nice method for sampling from the distribution $\pi$: starting in any state, we run the Markov chain for some “sufficiently long” number of steps. Then the final state is taken as a sample from $\pi$. The key issue with using the MCMC method is determining how long the chain takes to converge to its stationary distribution.

The first explicit definition of Markov chains for uniformly sampling contingency tables apparently occurs in the papers of Diaconis and Gangolli [7] and Diaconis and Saloff-Coste [9], although it is mentioned in [7] that this chain had already been used by practitioners. A single step of the chain is generated as follows: an ordered pair of rows $i_1, i_2$ are chosen uniformly at random from all rows of the table, and an ordered pair of columns $j_1, j_2$ are chosen uniformly at random from all columns, giving a $2 \times 2$ submatrix. The entries of the $2 \times 2$ submatrix are modified as follows:

$$X'[i_1, j_1] = X[i_1, j_1] + 1$$
$$X'[i_1, j_2] = X[i_1, j_2] - 1$$
$$X'[i_2, j_1] = X[i_2, j_1] - 1$$
$$X'[i_2, j_2] = X[i_2, j_2] + 1$$

If modifying the matrix results in a negative value for any $X'[i, j]$, the move is not carried out. Diaconis and Gangolli proved that this Markov chain is ergodic, and the stationary distribution of the chain is uniform on $\Sigma_{r,c}$. They did not attempt to bound the mixing time of the chain, but it is clear that the mixing time can never be better than pseudopolynomial in the input.

Later Diaconis and Saloff-Coste [9] considered the case when the numbers of rows and columns are both constant and proved that, in this case, their chain converges in time quadratic in the table sum. Hernik [15] considered the case when the table has two rows and proved that the same chain mixes in time polynomial in the number of columns and the table sum. Chung et al. [2] showed that a slightly modified version of the Diaconis and Saloff-Coste chain converges in time polynomial in the table sum, the number of rows and the number of columns, provided that all row and column sums are sufficiently large.

The first truly polynomial-time algorithm for sampling contingency tables was given by Dyer, Kannan and Mount [12]. They took a different approach to the sampling problem, considering $\Sigma_{r,c}$ as the set of integer points within a convex polytope. They used an existing algorithm for sampling continuously from a convex polytope, combined with a rounding procedure, to sample integer points from inside the polytope. For any input with row sums of size $\Omega(n^2 m)$ and column sums of size $\Omega(nm^2)$, their algorithm converges to the uniform distribution on $\Sigma_{r,c}$ in time polynomial in the number of rows, the number of columns, and the logarithm of the table sum. Their result was later refined by Morris [18], who showed that the result also holds when the row sums are $\Omega(n^{3/2} m \log m)$ and the column sums are $\Omega(m^{3/2} n \log n)$.

Using different techniques, Dyer and Greenhill [11] considered the problem of sampling contingency tables when the table has only two rows. They considered a natural $2 \times 2$ “heat-bath” chain. In the two-row case, a single step of the Dyer-Greenhill chain at contingency table $X$ is performed as follows: two columns $j_1, j_2$ are chosen uniformly at random from all columns, giving a $2 \times 2$ submatrix (since the table only has two rows) with column sums $c_{j_1}, c_{j_2}$ and a pair of induced row sums $s_1, s_2$. A $2 \times 2$ submatrix is then chosen uniformly at random from the set of all tables with
the induced row sums \((s_1, s_2)\) and column sums \((c_{j_1}, c_{j_2})\).

The \(j_1\)th and \(j_2\)th columns of \(X\) are replaced by this new subtable. Dyer and Greenhill showed that for two-rowed tables, their chain converges to the uniform distribution on \(\Sigma_{r,c}\) in time that is polynomial in the number of columns and the logarithm of the table sum.

For tables with more than two rows, a single step of the Dyer-Greenhill chain is performed as follows: two rows \(i_1, i_2\) are chosen uniformly at random from all rows, and two columns \(j_1, j_2\) are chosen uniformly at random from all columns. This gives a a \(2 \times 2\) submatrix with a pair of induced row sums \(s_1, s_2\) and a pair of induced column sums \(b_1, b_2\). A \(2 \times 2\) submatrix is then chosen uniformly at random from the set of all tables with the induced row sums \((s_1, s_2)\) and induced column sums \((b_1, b_2)\), and the \(2 \times 2\) submatrix is replaced by this new subtable. We refer to this chain as \(M_{2 \times 2}\).

Our main result is that \(M_{2 \times 2}\) is rapidly mixing when the number of rows is constant, and therefore we extend Dyer and Greenhill’s results to any constant number of rows. However, in Section 3, we first analyse a chain which ran-
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 spawning the chain to the Dyer-Greenhill chain. Using techniques developed by Morris and Sinclair [20] (see also Morris [19]), we are able to show that this chain mixes in time polynomial in the number of columns and the logarithm of the table sum. In Section 4 we compare this chain to the Dyer-Greenhill chain \(M_{2 \times 2}\) and hence show that \(M_{2 \times 2}\) is also rapidly mixing. It may be observed that no proof was previously known that the Dyer-

Greenhill (or any other) chain converges in polynomial time even when the number of columns, as well as the number of rows, is constant. Establishing this fact is one step of our proof. (See Pak [22] for an approach to this problem not using MCMC.)

Theorem 6 proves that \(M_{HB}\) is rapidly mixing. Theorem 7 bounds the mixing time of \(M_{2 \times 2}\) in terms of the mixing time of \(M_{HB}\). Combining the two theorems gives the main result. We note that our results provide a very differ-

ent \(fpras\) for this problem to that of Cryan and Dyer[3].

A full version of this paper (with proofs included) is available online [4].

2 Technical Background

In this section we summarize the techniques that we will use to bound the mixing time of our heat-bath chain. Our analysis is carried out using the multicommodity flow approach of Sinclair [24] for bounding the mixing time of a Markov chain. Sinclair’s result builds on some earlier work due to Diaconis and Stroock [10].

In this section, and throughout the rest of the paper, we will use \([n]\) to denote the set \(\{1, \ldots, n\}\), when \(n\) is a positive integer. We will use \(w\) to denote the \(i\)th component of a multidimensional weight vector \(w\).

The setting for the multicommodity approach is as follows: we have a finite set \(\Omega\) of discrete structures, and a transition matrix \(P\) on the state space \(\Omega\). It is assumed that the Markov chain defined by \(P\) is ergodic, that is, it satisfies the properties of irreducibility and aperiodicity (see Grimmett and Stirzaker [13]). Then the Markov chain has a unique stationary distribution \(\pi\), that is, a unique distribution \(\pi\) on \(\Omega\) satisfying \(\pi P = \pi\). Sinclair also assumes that the Markov chain is reversible with respect to its stationary distribution, that is, \(\pi(x)P(x,y) = \pi(y)P(y,x)\) for all \(x, y \in \Omega\).

For any start state \(x\), we define the variation distance between the stationary distribution and a walk of length \(t\) by

\[ V(\pi, P^t(x)) = \left(1/2\right) \sum_{y \in \Omega} |\pi(y) - P^t(x, y)|. \]

For any \(0 < \epsilon < 1\) and any start state \(x\), let \(\tau_\epsilon(x)\) be defined as

\[ \tau_\epsilon(x) = \min\{t : V(\pi, P^t(x)) \leq \epsilon\}. \]

The mixing time of the chain is given by the function \(\tau(\epsilon)\), defined as \(\tau(\epsilon) = \max\{\tau_\epsilon(x) : x \in \Omega\}\).

The multicommodity flow approach is defined in terms of a graph \(G_\Omega\) defined by the Markov chain. The vertices of \(G_\Omega\) are the elements of \(\Omega\), and the graph contains an edge \((u \rightarrow v)\) for every pair of states such that \(P(u, v) > 0\). For any \(x, y \in \Omega\), a unit flow from \(x\) to \(y\) is a set \(P_{x,y}\) of simple directed paths of \(G_\Omega\) from \(x\) to \(y\), such that (i) each path \(p \in P_{x,y}\) has a positive weight \(\alpha_p\), and (ii) the sum of the \(\alpha_p\) over \(p \in P_{x,y}\) is 1. A multicommodity flow is a family of unit flows \(\mathcal{F} = \{P_{x,y} : x, y \in \Omega\}\) containing a unit flow for every pair of states from \(\Omega\). The important properties of a multicommodity flow are the maximum flow passing through any edge and the maximum length of a path in the flow. We define the length \(\mathcal{L}(\mathcal{F})\) of the multicommodity flow \(\mathcal{F}\) by

\[ \mathcal{L}(\mathcal{F}) = \max_{x,y} \max\{|p| : p \in P_{x,y}\}, \]

where \(|p|\) is the length of path \(p\).
where \( |p| \) denotes the length of \( p \). For any edge \( e \) of \( G_{\Omega} \), we define \( \mathcal{F}(e) \) to be the sum of the \( \alpha_p \) weights over all \( p \) such that \( e \in p \) and \( p \in \mathcal{P}_{x,y} \) for some \( x, y \in \Omega \).

The following theorem is an amalgamation of the results of Sinclair [24]:

**Theorem 1 (Sinclair [24])** Let \( P \) be the transition matrix of an ergodic, reversible Markov chain on \( \Omega \) whose stationary distribution is the uniform distribution. Let \( \mathcal{F} \) be a multicommodity flow on the graph \( G_{\Omega} \). Then the mixing time of the chain is bounded above by

\[
\tau(e) \leq 2|\Omega|^{-1} \mathcal{L}(\mathcal{F}) \max_e \frac{\mathcal{F}(e)}{\lambda_e} \left( \log |\Omega| + \log \epsilon^{-1} \right) \tag{1}
\]

Two key ingredients of our analysis of the large heat-bath chain in Section 3 are the “balanced almost-uniform permutations” and the “strongly balanced permutations” used by Morris and Sinclair [20, 19] for the analysis of the multidimensional knapsack problem. These balanced permutations were devised by Morris and Sinclair [20, 19] for arranging multidimensional weights. A balanced permutation of a list of multidimensional weights is any arrangement of the weights such that the total of every prefix of length \( k \) is “close” to \( k\mu \), where \( \mu \) is the multidimensional mean of the weights. The particular types of balanced permutations that we will use are defined below.

**Definition 2 (Morris [19] Definition 3.1)** Let \( w_1, \ldots, w_n \in \mathbb{R}^d \) be any \( d \)-dimensional weights with the \( d \)-dimensional mean \( \mu \). A permutation \( \sigma \) of \( [n] \) is \( \ell \)-balanced if

\[
\left| \sum_{j=1}^k w_{\sigma(j)} - k\mu \right| \leq \ell M_i
\]

for all \( i \in [d] \), \( k \in [n] \), where \( M_i = \max_{1 \leq j \leq n} |w_j - \mu_i| \).

**Definition 3 (Morris [19] Definition 3.3)** Let \( w_1, \ldots, w_n \in \mathbb{R}^d \) be any \( d \)-dimensional weights with the \( d \)-dimensional mean \( \mu \). A permutation \( \sigma \) of \( [n] \) is strongly \( \ell \)-balanced if for all \( k \in [n] \) and all \( i \in [d] \), there exists a set \( S \subseteq [n] \) with \( |S \oplus [k]| \leq \ell \) such that

\[
\sum_{j=1}^k w_{\sigma(j)} - k\mu \quad \text{and} \quad \sum_{j \in S} w_{\sigma(j)} - k\mu \quad \text{have opposite signs (or either is 0)}.
\]

The concept of a balanced permutation is closely related to the concept of a strongly balanced permutation, but the strongly balanced permutation has an extra property: to change the sign of \( \sum_{j=1}^k w_{\sigma(j)} - k\mu \), we can achieve this by adding and deleting a constant number of weights. However, for \( \ell \)-balanced permutations (not necessarily strongly balanced permutations) Morris and Sinclair [20] (see also Morris [19]) were able to construct random permutations which are \( \ell \)-balanced and which are also closely related to uniform random permutations. Their construction of “balanced almost-uniform permutations” is as follows.

**Theorem 4 (Morris [19] Theorem 3.2)** For every positive integer \( d \), there exists a constant \( g_d \) and a polynomial function \( p_d \) such that for any set of weights \( \{w_j\}_{j=1}^n \) in \( \mathbb{R}^d \), there exists a \( g_d \)-balanced, \( p_d(n) \)-uniform permutation.

The key points to keep in mind are (1) the distribution of the \( g_d \)-balanced permutation \( \pi \) is closely related to the uniform distribution (the prefix probabilities for every \( \sigma \{1, \ldots, k\} \) are not too large) (2) the permutations satisfy the balance property of Definition 2. Morris and Sinclair [20, 19] also adapted a result of Steinitz [25] (see also Grinberg and Sevast’yanov [14]) to show that

**Theorem 5 (Morris [19] Lemma 3.4)** For any sequence \( \{w_j\}_{j=1}^n \) in \( \mathbb{R}^d \), there exists a strongly 16d²-balanced permutation.

We will use an interleaving of a balanced almost-uniform permutation and a strongly balanced permutation to spread flow between each pair of states \( x, y \in \Sigma_r, c \). The interleaving will allow us to construct a permutation \( \pi \) which is strongly balanced and which also has some of the random properties of the \( p_d \)-uniform permutation of Theorem 5.

The multidimensional weights that we consider will correspond to the columns of a contingency table, where the multiple dimensions come from having multiple rows.

The main idea is this: Given \( x \) and \( y \) we will use the permutation \( \pi \) of the columns of the table to define a path of contingency tables from \( x \) to \( y \). We will route flow from \( x \) to \( y \) along this path. The amount of flow routed along the path corresponding to \( \pi \) will be proportional to the probability with which \( \pi \) is generated. We will use the following notation. If \( \pi \) is a permutation of the \( n \) columns of a contingency table, \( \pi(j) \) will denote the original column (in \{1, \ldots, n\}) which is the \( j \)th column to be altered on the path from \( x \) to \( y \). When column \( j \) is altered on the path from \( x \) to \( y \), we will roughly think of column \( j \) of the current table as being replaced by its value in \( y \). This is not as straightforward as it might appear, and more details are given in Section 3. The expression \( \pi \{1, \ldots, k\} \) will denote the first \( k \) columns to be altered on the path from \( x \) to \( y \).

### 3 Analysis of the generalized chain

Let \( r = (r_1, \ldots, r_m) \) be a list of row sums and \( c = (c_1, \ldots, c_n) \) a list of column sums. Let the state space \( \Omega \) be \( \Sigma_r, c \). Recall that \( N \) is the table sum \( \sum_{i=1}^m r_i \).

Let \( g_m \) be the constant of Theorem 4 for balanced almost-uniform permutations for dimension \( m \). Let \( d_m = 2m(3g_m + 1) + 1 + 34m^2 \). Let \( \mathcal{M}_{\text{HS}} \) be the heat-bath Markov-chain with window-size \( m \times (2d_m + 1) \) which was introduced at the end of Section 1. Let \( P_{\text{HS}} \) be the transition matrix of this chain. In this section, we prove the following theorem.
Theorem 6 The mixing time $\tau_{\text{MB}}$ of $\mathcal{M}_{\text{MB}}$ is bounded from above by a polynomial in $n$, $\log N$ and $\log \epsilon^{-1}$.

In order to prove Theorem 6, we will show how to define a multicommodity flow $\mathcal{F}$ such that the total flow along any transition $(\omega, \omega')$ is at most $2 f(n^{\alpha_\omega + 1} + P_{\text{MB}}(\omega, \omega'))$, where $f$ is an expression that is at most poly$(n)|\Omega|$. We will ensure that $\mathcal{L}(\mathcal{F})$ is bounded from above by a polynomial in $n$. Theorem 6 will then follow from (1). First, we will define a multicommodity flow $\mathcal{F}^*$ in which the total flow along any arc $\omega$ is at most $f$. We will construct $\mathcal{F}$ by modifying $\mathcal{F}^*$. The construction of $\mathcal{F}^*$ uses the method of Morris and Sinclair [20, 19].

Let $k$ be the index of the largest column sum $c_k$. Let $X$ and $Y$ be contingency tables in $\Omega$. Let $X_j$ denote the $j$th column of $X$. We will show how to route a unit of flow from $X$ to $Y$.

The rough idea is as follows. We first define the notion of a column constrained table, which is a set of $n$ columns which have the correct column sums for $\Sigma_{c, \omega}$, but may violate the row sum constraints. We will choose a permutation $\pi$ from an appropriate distribution. $\pi$ will be a permutation of most of the columns of the table. The permutation $\pi$ will define a path $X = Z_0, \ldots, Z_{n'}$ (for some $n' < n$) of column constrained tables, where each column $Z_h$ contains the column $Y_j$ for $j \in \pi\{1, \ldots, h\}$ and $X_j$ for all other $j$ (so at each point, we swap another column of $X$ for the same column of $Y$). In Step 1 we show that the balance properties of $\pi$ ensure that for any $Z_h$, we can bring all the row sums of $Z_h$ below $r_i$ by deleting a constant number of columns. Then in Step 2, we show how to use this fact to define a path $X = Z_0^*, \ldots, Z_{n'}^*$ (for some $n' < n$) of column constrained tables with the probability with which $\pi$ is chosen to denote a set containing columns from $X$ and from $Y$: for any $J(X) \subseteq [n]$ and $Y(j) \subseteq [n]$, $(J(X), J(Y))$ contains $X_j$ for every $j \in J(X)$ and $Y_j$ for $j \in J(Y)$. Let $J_h(X) = R \cup \pi\{h + 1, \ldots, n'\}$ and $J_h(Y) = \pi\{1, \ldots, h\}$. Therefore $Z_h$ is the set of columns $(J_h(X), J_h(Y))$. For any set of columns $(J(X), J(Y))$, we represent the “row sum” for row $i$ by $\text{row}(J(X), J(Y))$, which has the value $\sum_{j \in J(X)} X[i, j] + \sum_{j \in J(Y)} Y[i, j]$. Note that $Z_h$ satisfies all the column sums for $\Sigma_{c, \omega}$ (though some rows may have $\text{row}(J(X), J(Y)) \not= r_i$), so $Z_h$ is a column constrained table.

Step 1: We show we can modify $Z_h$ by “deleting” at most $d_m$ columns (including all of the $X_j$ columns for $j \in R$) to bring the row sum for every row $i$ below $r_i(1 - 1/n)$. We also show a dual result - if we “add” at most $d_m$ columns to $Z_h$, this brings the row sum for every row $i$ above $r_i(1 + 1/n)$. Let $V_i$ and $W_i$ be defined as for (2) and (3).

Let $B_h = R \cup (\pi\{1, \ldots, h\} \oplus \pi\{V_i\})$. Let $C_h = R \cup (\pi\{1, \ldots, h\} \oplus \pi\{W_i\})$.

Finally define

$$D_h = \text{def} \left( \cup_i B_i \right) \cup \left( \cup_i C_i \right)$$

Consider $Z_h$ with all of the columns in $D_h$ “deleted”. This is the table $Z_h^* = \text{def} \left( J_h(X) - D_h, J_h(Y) - D_h \right)$.

In the full version we show that $\text{row}(J_h(X) - D_h, J_h(Y) - D_h) \leq r_i(1 - 1/n)$ for all $i$. Also define

$$\tilde{Z}_h^* = \text{def} \left( J_h(X) \cup D_h, J_h(Y) \cup D_h \right)$$
In the full version we show that \( row^R(J_h(X) \cup D_h, J_h(Y) \cup D_h) \geq r_i(1 + 1/n) \) for all \( i \).

Note that \( |D_h| = d_m = 2m(3g_m + 1) + 1 + 34m^2 \) (as defined previously). Also \( D_h \) contains all of \( R \), including the index \( k \).

**Step 2:** Now we show how to convert \( Z_h \) into a element of \( \Omega \). We focus on the “deleted” columns \( D_h \), and show that by changing only the entries in the \( D_h \) columns in the \( Z_h \) table, we can obtain a contingency table \( Z_h' \in \Sigma_{r,c} \). We will also show a dual result: that if we define \( \bar{Z}_h \) to be the set of columns which contains \( X_j \) for every \( Y_j \) column in \( Z_h \) and contains \( Y_j \) for every \( X_j \) column in \( Z_h \), we can show the same result for \( \bar{Z}_h \) (we can construct a \( \bar{Z}_h \) in \( \Sigma_{r,c} \) by changing \( d_m \) columns).

First let \( r_i = row^i(J_h(X) - D_h, J_h(Y) - D_h) \), the partial row sum for row \( i \) of \( Z_h \) with the \( D_h \) columns removed. Define \( s_i = r_i - \bar{r}_i \) for all \( i \), the sum for row \( i \) of the subtable that was removed from \( Z_h \). Let \( N_h = \sum_{i=1}^{d_m} s_i = \sum_{j \in D_h} c_j \), by construction. We have two cases.

First suppose \( N_h < 2(m d_m)^2 \). It is well-known that whenever the total of the row sums equals the total of the column sums, there is at least one contingency table satisfying these row and column sums (see Diaconis and Gansogli [7]). For this case we choose one of \( m d_m \) values \( Z'_h[i,j] \) for \( j \in D_h \) such that \( \sum_{i=1}^{d_m} Z'_h[i,j] = c_j \) for all \( j \in D_h \) and \( \sum_{j \in D_h} Z'_h[i,j] = s_i \) for all \( 1 \leq i \leq m \). Note that because \( N_h < 2(m d_m)^2 \) we have \( s_i < 2(m d_m)^2 \) for all \( i \) and therefore \( r_i < 2m(d_m)^2 \) for all \( i \).

Alternatively, assume that \( N_h \geq 2(m d_m)^2 \). As above, we are guaranteed that there is some set of \( Z'_h[i,j] \) values for \( j \in D_h \) that satisfy the row and column sums. But, for this case, we will need something stronger— we show we can modify the values of \( Z_h[i,j] \) for \( j \in D_h \) columns in a structured way to obtain a subtable \( Z'_h \) satisfying the induced row sums \( s_i \) and the column sums \( c_j \).

We already know that \( k \) is the index of the largest \( c_j \) for \( j \in D_h \). Let \( \ell \) be the index of the biggest \( s_i \) value. For every \( i \neq \ell \) and every \( j \in D_h - \{k\} \), we define \( a_{i,j} \) in terms of the overall row sums and the column sums.

\[ a_{i,j} = def \frac{\min\{r_i, c_j\}/n(d_m)^2}{s_i} \]

Since \( Z_h[i,j] \) is either \( X[i,j] \) or \( Y[i,j] \), we know \( Z_h[i,j] \leq \min\{r_i, c_j\} \). Therefore we can write

\[ Z_h[i,j] = Q[i,j]|a_{i,j} + 1| \]

for \( Q[i,j] \) non-negative integers, \( Q[i,j] < n(d_m)^2 \) and \( 0 \leq R[i,j] \leq a_{i,j} \) (unique), for every \( i \neq \ell \) and every \( j \in D_h - \{k\} \). We will show that by changing only the values of the \( Q[i,j] \) to new values \( Q'[i,j] \), we can obtain a subtable \( Z'_h \) satisfying the row sums \( s_i \) and the column sums.

Our analysis in the full version will use the fact that only the \( Q[i,j] \) values are changed to derive an upper bound on the number of tables \( Z_h \) correspond to a particular \( Z'_h \). This will be necessary to bound the congestion in our multi-commodity flow.

It is well-known (see Dyer et al. [12]) that the row and column sums are satisfied by any integer matrix \( Z_h' \) which has \( Z'_h[i,j] \geq 0 \) for all \( i \) and also satisfies the following inequalities:

\[
\sum_{i \neq \ell} Z'_h[i,j] \leq c_j \quad \text{for } j \in D_h - \{k\} \quad (4)
\]

\[
\sum_{j \in D_h - \{k\}} Z'_h[i,j] \leq s_i \quad \text{for } i \neq \ell \quad (5)
\]

\[
\sum_{i \neq \ell} \sum_{j \in D_h - \{k\}} Z'_h[i,j] \geq N_h - s_\ell - c_k \quad (6)
\]

Now define the \( Q'[i,j] \) in terms of the induced row sums and the original column sums:

\[ Q'[i,j] = def \frac{s_i c_j}{N_h(a_{ij} + 1)} \]

for all \( i \neq \ell \) and all \( j \in D_h - \{k\} \). Let \( Z'_h[i,j] = Q'[i,j](a_{i,j} + 1) + R[i,j] \). Note that \( Q'[i,j] \geq 0 \) for all \( i,j \).

In the full version, we prove that equalities (4), (5) and (6) are satisfied.

Therefore, in parallel with our path of column constrained tables, we have a path \( X = Z_0, Z_1, \ldots, Z_h, \ldots, Z' \) such that \( Z'_h \) differs from \( Z_h \) in only \( d_m \) columns and \( Z'_h, Z'_1, \ldots \) are true contingency tables. We can add another step to change \( Z'_h \) (using one step of the Markov chain) into \( Y \). The amount of flow from \( X \) to \( Y \) that is routed along this path will be proportional to the probability that \( \pi \) is chosen.

**Analysis of flow:** In the full version, we show that the flow through any state \( Z' \in \Omega \) is at most \( poly(n,|\Omega|) \). In the application of Morris and Sinclair [20, 19] this is already sufficient to prove polynomial time mixing, since the term \( P(e) \) in the denominator of (1) is only polynomially small. However, for our heat-bath chain \( P_{HB} \), it may be exponentially small, and further argument is required to establish rapid mixing.

To this end, let \( e = (\omega, \omega') \) be a \( \{\omega, \omega'\} \in \Omega^2 \) transition of our heat-bath chain, with transition probability \( P_{HB}(e) \). Suppose that \( f \) units of flow are shipped along \( e \) in the multi-commodity flow defined above. We will disperse the flow through \( e \) by sending it from \( \omega \) to \( \omega' \) via a “random destination” \( \omega'' \).

Let \( B \) be the set of columns on which \( \omega \) and \( \omega' \) disagree and let \( W \) be the set of all size \( m \times (2d_m + 1) \) heat-bath windows which include \( B \). Let \( \Omega'' \) be the set of all contingency tables \( \omega'' \) such that

1. There is a \( U \in W \) which contains all the columns on which \( \omega \) and \( \omega'' \) differ, and
2. There is a \( U \) \( \in \mathbb{W} \) which contains all the columns on which \( \omega' \) and \( \omega'' \) differ.

For each \( \omega'' \in \Omega'' \), we will route \( f_{\omega}/|\Omega''| \) flow from \( \omega \) to \( \omega'' \) via \( \omega'' \). Note that this construction doubles the length of our flow paths, but no more.

In the full version, we show that the total flow in the new multicommodity flow along transition \((\omega,\omega'')\) is at most \( 2^n n^{2d_m+1} P_{\text{HB}}(\omega,\omega'') \). This is now sufficient for the right hand side of (1) to be polynomially bounded, since the (possibly small) \( P_{\text{HB}}(e) \) term cancels. This completes the proof of Theorem 6.

4 Mixing of the \( 2 \times 2 \) chain

Theorem 6 shows that the Markov chain \( M_{\text{HB}} \) is rapidly mixing. In this section we use the comparison method of Diaconis and Saloff-Coste [8] (see also Randall and Tetali [23], Vigoda [26]) to show that the \( 2 \times 2 \) chain \( M_{2 \times 2} \) is also rapidly mixing.

4.1 Setting up the comparison

We briefly describe the comparison method of Diaconis and Saloff-Coste. Suppose that we have two ergodic reversible Markov chains \( M \) and \( M' \), both of which converge to the uniform distribution on the same state space \( \Omega \). The comparison method is used whenever we already have an upper bound for the mixing time \( \tau_M \) of the chain \( M \), and we would like to bound the mixing time \( \tau_{M'} \) of \( M' \). We will take the same approach as Vigoda [26], and we will use a multicommodity flow approach to bound \( \tau_{M'} \) in terms of \( \tau_M \). Let \( P_M \) denote the transition matrix of the chain \( M \) and \( P_{M'} \) denote the transition matrix of the chain \( M' \). Let \( E(P_M) \) be the kernel of the Markov chain \( M \), that is, \( E(P_M) = \{ (x,y) : P_M(x,y) > 0 \} \). Let \( E(P_{M'}) \) be the kernel of \( M' \). Let \( G_{M'} \) be the graph whose nodes are the elements of \( \Omega \), and whose edges are the pairs \((x,y)\) such that \((x,y) \in E(P_{M'})\).

Now suppose we define a unit flow \( f_{x,y} \) on the graph \( G_{M'} \), for every pair of states \((x,y) \in E(P_M)\). That is, for every \((x,y) \in E(P_M)\), we construct a set \( \Gamma_{x,y} \) of simple paths from \( x \) to \( y \) in the graph \( G_{M'} \). For every \( \gamma \in \Gamma_{x,y} \), we assign some value \( f_{x,y}(\gamma) \in [0,1] \) such that

\[
\sum_{\gamma \in \Gamma_{x,y}} f_{x,y}(\gamma) = 1. \tag{7}
\]

For the comparison method, the important quantities are the quantities \( A_{z,z'} \), defined for every \((z,z') \in E(P_{M'})\) by

\[
A_{z,z'} = \sum_{(x,y) \in E(P_M)} \sum_{\gamma \in \Gamma_{x,y} \text{ such that } (z,z') \in \gamma} |\gamma| f_{x,y}(\gamma) \frac{P_M(x,y)}{P_{M'}(z,z')},
\]

where \( |\gamma| \) denotes the length of the path \( \gamma \).

Then the comparison theorem of Diaconis and Saloff-Coste [8] (see also Vigoda [26]), states that the mixing time \( \tau_{M'}(e) \) of the chain \( M' \) is

\[
O(\tau_M(e) \log(|\Omega|) \max_{(z,z') \in E(P_{M'})} A_{z,z'}). \tag{8}
\]

We will apply this theorem with \( M_{\text{HB}} \) as the Markov chain whose mixing time is known (see Section 3) and \( M_{2 \times 2} \) as the Markov chain whose mixing time we want to bound. For us the state space \( \Omega \) is \( \Sigma_{r,c} \). Recall that the transition matrix of \( M_{\text{HB}} \) is denoted by \( P_{\text{HB}} \) and that the transition matrix of \( M_{2 \times 2} \) is denoted by \( P_{2 \times 2} \). Since we represent contingency tables by \( X \) and \( Y \), we will use \((X,Y)\) to denote elements of \( E(P_{\text{HB}}) \), and \((Z,Z')\) to denote elements of \( E(P_{2 \times 2}) \). We denote the mixing time of \( M_{\text{HB}} \) by \( \tau_{\text{HB}} \) and the mixing time of \( M_{2 \times 2} \) by \( \tau_{2 \times 2} \).

In our construction of the flow, we will ensure that the length of each path \( \gamma \in \Gamma_{X,Y} \) is bounded by a constant. Thus, the upper bound (8) of the theorem of Diaconis and Saloff-Coste tells us that to establish rapid mixing, we only need to concentrate on bounding \( A_{Z,Z'} \) for every \((Z,Z') \in E(P_{2 \times 2})\) (since \( \log |\Omega| = \log |\Sigma_{r,c}| \leq O(n \log N) \)) and \( \tau_{\text{HB}} \) is bounded. Therefore we need only define \( f_{X,Y} \) for every \((X,Y) \in E(P_{\text{HB}})\) such that Equation (7) is satisfied and such that, for all \((Z,Z') \in E(P_{2 \times 2})\), the following is satisfied:

\[
\sum_{(X,Y) \in E(P_{\text{HB}})} \sum_{(Z,Z') \in \Gamma_{X,Y}} f_{X,Y}(\gamma) \frac{P_{\text{HB}}(X,Y)}{P_{2 \times 2}(Z,Z')} \leq \operatorname{poly}(n). \tag{9}
\]

It helps us to re-work Equation (9) before defining the flows. For \((X,Y) \in E(P_{\text{HB}})\), let \( \mathcal{W}(X,Y) \) be the set of all \( m \times (2d_m + 1) \) “windows” such that \( X \) and \( Y \) agree outside of \( W \), where a “window” is just a set of \( m \) rows and \( 2d_m + 1 \) columns. Note that

\[
P_{\text{HB}}(X,Y) = \sum_{W \in \mathcal{W}(X,Y)} \frac{1}{2^n n^{2d_m+1}} 1_{|\Omega_X(W)|},
\]

where \( \Omega_X(W) \) is the set of all contingency tables that agree with \( X \) outside of \( W \). We may view \( P_{\text{HB}}(X,Y) \) as an average of the quantities \( 1/|\Omega_X(W)| \) over all windows \( W \in \mathcal{W}(X,Y) \). Therefore, we can pick some \( W(X,Y) \in \mathcal{W}(X,Y) \) such that

\[
P_{\text{HB}}(X,Y) \leq \frac{1}{|\Omega_X(W(X,Y))|}. \tag{10}
\]

The essential idea to keep in mind in what follows is that routing the unit flow \( f_{X,Y} \) from \( X \) to \( Y \) is done using paths of contingency tables that differ from one another solely on (a part of) the chosen window \( W(X,Y) \) satisfying (10).
For each $m \times (2d_m + 1)$ window $W$, let $E_W = \{(X, Y) \in P_{HB} \mid W(X, Y) = W\}$. Later, when we define our flows, we do the following for every fixed window $W$: For every $(X, Y) \in E_W$, we define a flow $f_{X,Y}$ such that Equation (7) is satisfied. We also ensure that for all $(Z, Z') \in E(P_{2\times2})$, the following is satisfied:

$$\sum_{(X, Y) \in E_W} \sum_{\gamma \in E_{X,Y}} f_{X,Y}(\gamma) \frac{\min(|X|,|Y|)}{\min(|Z|,|Z'|)} \leq \text{poly}(n). \quad (11)$$

Since there are only polynomially-many windows $W$, equation (11) implies equation (9), and ensures rapid mixing.

For each window $W$, Section 4.2 shows how to define a flow $f^*_{X,Y}$ for every $(X, Y) \in E_W$ such that

$$\sum_{\gamma \in E_{X,Y}} f^*_{X,Y}(\gamma) = 1$$

and the total flow through any contingency table $Z \in \Sigma_{r,c}$ is in $O(|\Omega_X(W)|)$. We define $f_{X,Y}$ by modifying $f^*_{X,Y}$. Let $f^*_{X,Y}(Z)$ denote the amount of flow passing through the contingency table $Z$ in the flow $f^*_{X,Y}$. Let $f^*(Z) = \sum_{(X, Y) \in E_W} f^*_{X,Y}(Z)$. Similarly, let $f_{X,Y}(Z, Z')$ denote the amount of flow passing through the transition $(Z, Z')$ in the flow $f_{X,Y}$. Let $f(Z, Z') = \sum_{(X, Y) \in E_W} f_{X,Y}(Z, Z')$. Our construction of $f_{X,Y}$ from $f^*_{X,Y}$ ensures that for every $(Z, Z') \in E(P_{2\times2})$, we have

$$f(Z, Z') \leq 2f^*(Z)P_{2\times2}(Z, Z') \binom{n}{2} \binom{m}{2}. \quad (12)$$

Thus, the left-hand-side of (11) is equal to

$$\frac{\frac{\min(|X|,|Y|)}{\min(|Z|,|Z'|)}}{P_{HB}(X, Y)} \leq \frac{f(Z, Z')}{P_{2\times2}(Z, Z') |P_X| |P_Y|} \leq \frac{2f^*(Z) \binom{n}{2}}{|P_X| |P_Y|} \leq \text{poly}(n),$$

where the first inequality comes from Equation (10), the second comes from Equation (12) which we establish in the full version, and the third comes from the fact that $f^*(Z) \in O(|\Omega_X(W)|)$, which is established in Section 4.2. We will then have shown that Equation (11) is satisfied, as required, so the $2 \times 2$ heat bath chain is rapidly mixing on $\Sigma_{r,c}$.

By considering all $m \times (2d_m + 1)$ sized windows which contain the two columns on which $Z$ and $Z'$ differ, we can see that for each $(Z, Z') \in E(P_{2\times2})$, we have

$$A_{Z, Z'} \leq C \binom{n}{2} \binom{n - 2}{2d_m - 1}$$

where the constant $C$ accounts for the maximum length of any $(X, Y)$ path for $(X, Y) \in E(P_{HB})$, and the constant factors arising in the bound for the flow $f^*(Z)$ over a single $m \times (2d_m + 1)$ window $W$. Therefore, we have the following theorem:

**Theorem 7** The mixing time $\tau_{2\times2}(\varepsilon)$ of the Markov chain $\mathcal{M}_{2\times2}$ is

$$O(\tau_{HB} \log(\frac{1}{\varepsilon}) \|\Sigma_r\| n^{2d_m + 1}).$$

Therefore by Theorem 6, the mixing time of $\mathcal{M}_{2\times2}$ is bounded by a polynomial in $n, \log N$ and $\log \varepsilon^{-1}$.

### 4.2 Defining $f^*(X, Y)$

In this section we outline a method for defining a flow for every $(X, Y) \in E_W$ such that $\sum_{\gamma \in E_{X,Y}} f_{X,Y}(\gamma) = 1$ and the total flow through any contingency table $Z$, due to pairs in $E_W$, is in $O(|\Omega_X(W)|)$. The full details are shown in the full paper, but are omitted here due to space considerations.

Throughout the entire section, we focus on some fixed $m \times (2d_m + 1)$ sized window $W$ of the larger $m \times n$ table. Without loss of generality (and to make our notation simpler in what follows), we assume that $W$ includes the first $2d_m + 1$ columns of the table. This window $W$ has induced row sums $p_i$ (for $i \in [m]$) and induced column sums $\zeta_j$ (for $j \in [2d_m + 1]$). For convenience we also set $\delta = 2d_m + 1$.

Let $\rho = (\rho_1, \ldots, \rho_m), \zeta = (\zeta_1, \ldots, \zeta_\delta)$ be the lists of induced row and column sums. Let $\Sigma_{\rho, \zeta}$ denote the set of $m \times \delta$ contingency tables with row sums $\rho$ and column sums $\zeta$, and let $N_W$ denote the table sum. Let $\Upsilon, \Psi \in \Sigma_{\rho, \zeta}$. We show how to route a unit of flow between $\Upsilon$ and $\Psi$ using a path of contingency tables that differ by $2 \times 2$ heat bath moves. This flow lifts in the obvious fashion to transitions $(X, Y) \in E(P_{HB})$, giving us the flow $f_{X,Y}$ required in the previous section. In other words, we simply use the exact same sequence of $2 \times 2$ transitions on the window $W(X, Y)$, keeping everything outside this window fixed (where $X$ and $Y$ agree anyway).

If $N_W < (2m\delta)^2$ then $\Sigma_{\rho, \zeta} \in O(1)$, so it doesn’t really matter how we route flow between $\Upsilon$ and $\Psi$. For example, it suffices to fix each square in the contingency table in lexicographic order. Each path in the resulting flow is of length $O(1)$ and there are $O(1)$ pairs $(\Upsilon, \Psi)$ of contingency tables, so the desired bound is easily established. Thus, from now on we assume $N_W \geq (2m\delta)^2$ and we show how to construct a flow between $\Upsilon$ and $\Psi$ in $\Sigma_{\rho, \zeta}$.

Without loss of generality we may assume that the row totals are sorted into non-descending order and that the column totals are also sorted into non-descending order. Therefore $\rho_m$ is the largest row sum and $\zeta_\delta$ is the largest column sum.

As we did in section 3, we view the space $\Sigma_{\rho, \zeta}$ of contingency tables as the $(m-1)(\delta-1)$-dimensional space of integer matrices $\Phi$ that satisfy $\Phi[i, j] \geq 0$ for all $i \in [m-1]$.
and all $j \in [\delta - 1]$ and also satisfy inequalities analogous to (4), (5) and (6) (see the full version for details). Let

$$\alpha_{i,j} = \left\lfloor \frac{\min\{\rho_i, \zeta_j\}}{m^2 \delta^2} \right\rfloor$$

(13)

for all $i \in [m-1], j \in [\delta - 1]$.

For any contingency table $\Phi \in \sum_{\rho, \zeta}$, and any $i \in [m-1], j \in [\delta - 1]$, we can write

$$\Phi[i,j] = Q[i,j](\alpha_{i,j} + 1) + R[i,j],$$

for a unique integer $R[i,j]$ satisfying $0 \leq R[i,j] \leq \alpha_{i,j}$, and a unique integer $Q[i,j]$.

Let

$$Q^*[i,j] = \left\lfloor \frac{\rho_i \zeta_j}{N_W(\alpha_{i,j} + 1)} \right\rfloor$$

(14)

for all $i \in [m-1], j \in [\delta - 1]$.

If $\Phi$ is a contingency table such that $Q[i,j] = Q^*[i,j]$ for every $i \in [m-1], j \in [\delta - 1]$, then we say that $\Phi$ belongs to the inner domain of $\sum_{\rho, \zeta}$.

The following lemma is crucial in our method of defining the flow, because it tells us that for any original contingency table $\Phi \in \sum_{\rho, \zeta}$, there is a contingency table $\Phi^*$ in the inner domain which has the same set of remainders $\text{mod}(\alpha_{i,j} + 1)$ as $\Phi$.

**Lemma 8** Let $\Phi^*[i,j]$ be defined by $\Phi^*[i,j] = Q^*[i,j](\alpha_{i,j} + 1) + R[i,j]$, for any non-negative integers $R[i,j] \leq \alpha_{i,j}$, for all $i \in [m-1], j \in [\delta - 1]$. Then $\Phi^* \in \sum_{\rho, \zeta}$.

Consider $\Upsilon, \Psi \in \sum_{\rho, \zeta}$. We will route flow from $\Upsilon$ to $\Psi$ via two points in the inner domain.

For every $i \in [m-1], j \in [\delta - 1]$, let $R_\Upsilon[i,j]$ be the unique integer such that $\Upsilon[i,j] \mod (\alpha_{i,j} + 1) = R_\Upsilon[i,j]$ and $0 \leq R_\Upsilon[i,j] \leq \alpha_{i,j}$. Let $\Psi^*$ be the point in the inner domain with the remainders $R_\Upsilon[i,j]$: that is, $\Psi^*[i,j] = Q^*[i,j](\alpha_{i,j} + 1) + R_\Upsilon[i,j]$ for every $i \in [m-1], j \in [\delta - 1]$.

By Lemma 8, $\Psi^* \in \sum_{\rho, \zeta}$.

For every $i \in [m-1], j \in [\delta - 1]$, let $R_\Psi[i,j]$ be the unique integer such that $\Psi[i,j] \mod (\alpha_{i,j} + 1) = R_\Psi[i,j]$ and $0 \leq R_\Psi[i,j] \leq \alpha_{i,j}$. Let $\Psi^*$ be the point in the inner domain with the remainders $R_\Psi[i,j]$: that is, $\Psi^*[i,j] = Q^*[i,j](\alpha_{i,j} + 1) + R_\Psi[i,j]$ for every $i \in [m-1], j \in [\delta - 1]$.

By Lemma 8, $\Psi^* \in \sum_{\rho, \zeta}$.

The routing from $\Upsilon$ to $\Psi$ proceeds in two stages. In the first phase of the routing, we route flow from $\Upsilon$ to $\Psi^*$. We do this routing from $\Upsilon$ to $\Psi^*$ by changing only four of the $Q[i,j]$ values by $\pm 1$ (on some $2 \times 2$ subwindow) at each step. In the full version we show that we can construct a short path from $\Upsilon$ to $\Psi^*$ using these moves. Note that in the first phase we never change the remainders $R_\Upsilon[i,j]$.

By defining a similar path between $\Psi$ and $\Psi^*$ and then reversing all the edges, we can route flow from $\Psi$ and $\Psi^*$ in a similar way.

The length of the path between $\Upsilon$ and $\Psi^*$ (and hence between $\Psi^*$ and $\Psi$) in phase one is shown to be at most $2(\delta m^2 \delta^2)^{m \delta}$. Also, the amount of flow passing through any contingency table $\Phi \in \sum_{\rho, \zeta}$ due to “phase 1” flow is at most $|\sum_{\rho, \zeta}|(\delta m^2 \delta^2)^{2m \delta}$.

In the second phase of the routing we route flow from $\Psi^*$ to $\Psi$ by changing the $R_\Upsilon[i,j]$ to the $R_\Psi[i,j]$ values. These remainders are “fixed” in order, i.e. we construct a series of new tables by first changing $R_\Upsilon[i,1]$ to the value $R_\Psi[i,1]$. Then, from that resulting table we change the value $R_\Upsilon[1,2]$ to $R_\Psi[1,2]$. In general, we consider the lexicographic ordering $(1, 1), (1, 2), \ldots, (1, \delta - 1), (2, 1), \ldots, (m - 1,1), \ldots, (m - 1, \delta - 1)$. We “fix” the remainders, one at a time, in this order to define a path between $\Psi^*$ and $\Psi$. This defines a path of length at most $(m-1)\delta - 1$ for the second phase of the routing. Lemma 8 guarantees that each state in the path is in $\sum_{\rho, \zeta}$. The flow through any contingency table $\Phi$ due to “phase 2” flow is shown to be bounded above by $|\sum_{\rho, \zeta}|(m \delta)(\delta m^2 \delta^2)^{2m \delta}$.

Now we combine phases 1 and 2, and lift it back to the set of $m \times n$ contingency tables $\sum_{\rho, \zeta}$. Recall that we need only consider each $m \times (2d_m + 1)$ sized window $W$ individually, where $\rho$ and $\zeta$ represent the induced row and column sums, respectively, of this window. The length of any path between $X, Y \in \sum_{\rho, \zeta}$ that differ only on $W$ is at most $4(m \delta)^{2m \delta} + m \delta$. Also, the flow through any table $Z \in \sum_{\rho, \zeta}$, due to the window $W$, is bounded by $|\sum_{\rho, \zeta}|(2(m \delta)^{4m \delta} + m \delta)(m^2 \delta^2)^{2m \delta}$.

This establishes the criteria for the length of paths between $X$ and $Y$ and for the flow $f_{X,Y}$ we required in section 4.1. We then modify $f_{X,Y}$, as was outlined in that section, to give the new flow $f_{X,Y}$ that satisfies Theorem 7.
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