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1 Introduction

Scheduling a set of jobs with fixed processing times is a classical problem [13]. Yet,
there are numerous situations that the processing time increases (deteriorates) as the
start time increases, e.g., maintenance or cleaning schedule, fire fighting, steel production
and financial management [10, 11]. The study of minimizing makespan of deteriorating
jobs first focused on a single machine, with linear deterioration [2] and non-linear dete-
rioration [7]. Since then, the problem has attracted a lot of attention (see e.g., [1, 4, 6]).

A job Jj with linear deterioration has a processing time pj = aj + bjsj , where aj ≥ 0
is the “normal” processing time, bj > 0 is the deteriorating rate, and sj is the start time.
Linear deterioration is said to be simple if aj = 0, i.e., pj = bjsj . In this case, to avoid
trivial solution, it is natural to assume that the start time of the first job is t0 > 0 since
a start time of zero implies that the processing time of all jobs is zero.

It is observed in [7] that, when all jobs are available at time 0, 1 | pj = aj+bjsj |Cmax

can be solved optimally by scheduling in ascending order of aj/bj . For 1 | pj = bjsj |Cmax,
the makespan is independent of the job processing order [11]. The problem becomes NP-
hard and strongly NP-hard on two machines and m machines, respectively (c.f. the com-
plexity when pj = aj [5]). The problem P2 | pj = bjsj |Cmax is NP-hard [9, 12]. FPTAS
have been proposed for Pm | pj = aj + bjsj |Cmax [8] and Pm | pj = bjsj |Cmax [14].

Online algorithms have only been studied for Pm | pj = bjsj , online-list |Cmax [3], in
which a job has to be scheduled before the next job can be seen. They showed that the

competitive ratio of List Scheduling (LS) is (1 + bmax)
m−1

m and this is the best possible.

Our contributions. We first consider Pm | pj = aj + bsj , online-list |Cmax and show
that Round Robin (RR) is α-competitive and no on-line algorithm is better than (2− 1

α
)-

competitive, where α = amax

amin
. Furthermore, when jobs have release times, we study a

class of “reasonable” algorithms including LS that do not idle when there are available
jobs. For Pm | pj = bjsj , rj , online |Cmax, we show that these algorithms achieve a

competitive ratio of (1+ bmax)
2(1− 1

m
) and no online algorithm is better than (1+ bmax)

1

2 .
We also show that the competitive ratio of Round Robin (RR) can be unbounded.

Notations and problem definition. We are to schedule non-preemptively a set of
jobs J = {J1, J2, . . . , Jn} onto machines M1,M2, . . . ,Mm. For Jj , we denote by rj and
pj the release and processing time, respectively,. where pj = aj + bjsj and sj is the start
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time of Jj . Let bmax = max1≤j≤n{bj} , amax = max1≤j≤n{aj}, amin = min1≤j≤n{aj},
and α = amax

amin
. Consider a schedule S. For 1 ≤ j ≤ n, the completion time of job Jj

in S is denoted by cj(S). For any 1 ≤ k ≤ m, the number of jobs and the set of jobs
dispatched to Mk by S is denoted by nk(S) and J k(S). The makespan of machine Mk

and schedule S are denoted by Ck
max(S) and Cmax(S), respectively. The objective of the

problem is to minimize the makespan of the schedule produced.

2 Varying deteriorating rates pj = bjsj

We consider the problem Pm | pj = bjsj , rj , online |Cmax, i.e., aj = 0. In this setting, for
any job Jj , cj = sj + bjsj = sj(1 + bj). We first show some lower bounds (Theorem 1)
(note that (ii) still holds even under the condition without release times). Then we study
the performance of “reasonable” online algorithms (RA) that do not idle when there are
available jobs. LS is reasonable but RR is not. We observe that if a RA schedule does
not idle at all, its makespan is bounded (Lemma 2) and then we extend the idea and

show that RA is (1 + bmax)
2(1− 1

m
)-competitive (Theorem 3).

Theorem 1. For Pm | pj = bjsj , rj , online |Cmax, (i) no deterministic online algorithm

is better than (1 + bmax)
1

2 -competitive; (ii) the competitive ratio of RR is unbounded.

Lemma 2. If in the RA schedule, every machine is not idle at all, then Cmax(RA)
Cmax(OPT) ≤

(1 + bmax)
1− 1

m .

Proof. (Sketch.) For simplicity, we assume the first m jobs have rj = 1. Let J k(OPT)
be the set of jobs dispatched to Mk by the optimal schedule OPT. Then, Ck

max(OPT) ≥
∏

j:Jj∈J k(OPT)(1 + bj), and thus, Cmax(OPT) ≥ (
∏

j:Jj∈J
(1 + bj))

1

m . Let ℓ be the index

of a job with completion time equals to Cmax(RA) and p be the machine Mp to which RA

dispatches Jℓ. As there is no idle time in RA schedule sℓ(RA) ≤ (
∏

j:Jj∈J−{Jℓ}
(1+bj))

1

m .

As a result, Cmax(RA) = sℓ(RA)(1 + bℓ) ≤ Cmax(OPT)(1 + bmax)
1− 1

m .

Theorem 3. For Pm | pj = bjsj , rj , online |Cmax, RA is (1 + bmax)
2(1− 1

m
)-competitive.

3 Fixed deteriorating rate pj = aj + b sj

In the online-list model, when a job is given, the online algorithm has to dispatch the
job to a machine and specify the period of time to process the job before the next job is
given. Suppose J k(S) = {Jk,1, Jk,2, · · · , Jk,nk}. The completion time of the job Jk,j is
ck,j =

∑
1≤i≤j ak,i(1 + b)j−i. Therefore, on a particular machine, the optimal schedule

is to schedule jobs in increasing order of normal processing time aj . We give some lower
bounds (Theorem 4) and an upper bound of RR (Theorem 5).

Theorem 4. Consider Pm | pj = aj + bsj , online-list |Cmax. (i) No online algorithm is
no better than (2− 1

α
)-competitive. (ii) Both LS and RR are no better than α-competitive.

Proof. (Sketch.) (i) The adversary releases m jobs with the same normal processing time
a. If an algorithm dispatches any two of these jobs to the same machine, the adversary
stops releasing jobs. Otherwise, the adversary releases the (m + 1)-th job with normal
processing time being a(2 + b). In either case, the ratio is no better than (2− 1

α
).
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(ii) We release 2qm jobs for some positive integer q. The job list contains qm jobs
with amax followed by those qm jobs with amin. Both LS and RR assign for each machine
q jobs with amax followed by q jobs with amin while the optimal algorithm schedules the
jobs with amin first. The ratio is arbitrarily close to α by setting q as a large integer.

Theorem 5. RR is at most α-competitive for Pm | pj = aj + bsj , online-list |Cmax.

Proof. (Sketch.) On a single machine, no matter what order the jobs are scheduled, the
makespan is no more than α times the optimal as long as the machine is not idle. We
further observe that in any schedule, the maximum number of jobs on a machine is at
least ⌈ n

m
⌉ while in RR, the maximum number is at most ⌈ n

m
⌉. Then we can show that

RR is α-competitive.
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