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Abstract. In this paper | review my engagement with argumentation ovepése

forty years. | describe the perspective | brought from @ufzhy and the Civil Ser-
vice, and consider a number of aspects of computational argatien knowledge
based systems, explanation, context, audiences, schemesoaleds. A key fea-
ture of argumentation is that it is an activity which has to biévaly engaged with,
whereas a proof is an object to be understood and admired.
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1. Introduction

As a student | studied Philosophy. Thus while my mathenstigiife became familiar
with proofs and theorems, | encountered only arguments.stimy of modern episte-
mology for, example, begins with Descarfagument from lllusionand takes us through
Kant's Transcendental Argumemd Wittgenstein'sPrivate Language Argumengimi-
larly philosophical theology, the topic of my PhD, conceanguments: the existence of
God is discussed through tl@ntological Argumentthe Cosmological Argumerand
the Teleological Argumento see these arguments as intended to be proofs is to make a
significant blunder, as | argued in [14]. Whereas proofs assipe, things to be under-
stood, arguments are things that must be engaged with, taccegploptedyought as we
used to say. A proof is complete in itself, an argument onlgobges complete when an
audience accepts it. Wittgenstein said that the purposhilafgpphy was to show the fly
the way out of the fly bottle. Not to remove the fly, or to break biottle, but tashow the
way. To escape the fly must take the route for itself. So too, anraemt has an effect
only when it is used by its audience. Thus the Argument frdasibn can ensnare us,
but the Transcendental Argument shows us how we can esa@apesérepticism, and the
Private Language Argument can rescue us from solipsism léwie

Having completed my PhD, | went to work as a Civil Servant, asagee policy
maker. In those days policy making was thought to be a ratiactivity and so civil
servants would prepare sets of arguments, both for and stgainous policy propos-
als, which the Minister would consider and choose betweécoOrse these arguments
were not always about questions of fact: there were pdliicguments and arguments
designed to appeal to various interest groups as well. Tbisida was always made by
the Minister, and would, properly, reflect the aspirationd mterests of the party he or
she represented. Moreover the argument that convinced ithistkt, would not always



be the argument the Minister used to sell the policy to thdiPubhis gave more useful
lessons in practical argumentation, and in the crucial @btbe audience and its prefer-
ences. For a variety of reasons | left work on policy and mamemicomputing, first as a
programmer analyst and then looking at the potential fargikhowledge based systems
in Government. And this in turn took me back to academia, amgklial College.

2. Knowledge Based Systems

At Imperial College the Logic Programming Group conceivé@iriowledge based sys-
tems as sets @xiomsfrom which consequences could peved With my background
they appeared somewhat differently. Essentially we had of $eeuristics gathered from
an expert, and these heuristics would provide reasonsitvbalertain conclusions. The
whole enterprise was thus based on a particular style ofra@gti namely Argument
from Expert Opinion. While conclusions could be justified @mrhs of the rules in the
program, the rules themselves could only be justified by traity and authority of the
expert. The use of Negation as Failure made relevant anfatmerof argumentation, Ar-
gument from Ignorance, which when used improperly givestasthe fallacyargumen-
tum ad ignorantiamThe conditions for its proper use can be given a logicaifjaation
by completing the database, but the necessary Closed Wesgldmption was sometimes
inappropriate for particular systems where it was, nondebg, used. Moreover it is a
feature of logic programs that they can generate justificatfor propositionand their
contraries. In argumentation terms this is a good thing ptlogram can be seen as an
generating arguments both for and against propositionsyyspicture of a legal knowl-
edge based system was of a program to generate argumentsifagainst some claim,
among which it was up to the users to choose what they belidvesllack of prescrip-
tion and the responsibility of the audience were thus batpeeted. This view was ex-
pressed in [10], which suggested that what was needed fortalfigent system would
be “a representation in computer intelligible terms of wih&t that makes an argument
persuasive”, reasons why an argument should be acceptegeoted by a given adju-
dicator. Generating the arguments was relatively stréaghird: supporting the choice
between them was where the challenge lay.

3. Explanation

The importance of the user choosing between the pro and gumants generated by
the program, meant that explanation of the reasoning - thegion of the arguments -
moves from a nice additional feature to the core of knowlelolgged systems. But the
state of the art in explanation in 1990 had barely moved om flkbY CIN: the question
how? posed of a conclusion of the system would elicit the rules fasts used in its
derivation. Moving from proof to argument meant moving tlseufrom apassivecon-
sumer of proofs to g@roactiveparticipant in an argument, and this meant engaging in
a dialogue. The basis for such dialogues was available ifotlieal dialogue games of
Mackenzie [19] and Hamblin [17] These, however, were games based on natural de-

1] am grateful to David Moore for introducing me to this work atspotential for application to explanation
of KBS.



duction proofs and the resulting dialogues [6] were conentiyrather stilted. More nat-
ural dialogues were produced [7] by basing the dialogue @#ttyumentation pattefn

identified by Stephen Toulmin [28]. Investigation of Toulnfurther led to the insight
that the various clauses in the body of a Prolog rule playegldiferent roles. Consider

old(X):-man(X), age(X A, A > 75,
not has_drunk(X, elixir_of youth).

Here the first clause establishes #uet of thing X is: men, dogs and houses all become
old at different ages, and so require different rules. Tleoseé clause simply retrieves
the age of X: it is not expected to fail. The third clause, teiasting not because it tests
whether the number to which A has been instantiated is grétaa® 75 (its apparent
purpose), but because it provides the key piece of infoonatiamely the age at which a
man becomes old. And the fourth clause provides an excesiioce drinking the Elixir

of Youth means that a person never grows oRkecognition that the roles of the premises
of the argument are not homogeneous is the key motivatiothéuse of argumentation
schemes, which is now common place in computational argtatien. In this case, by
annotating the clauses with these four roles, a Prolog mégapreter could be used to
produce the output from a logic program as a set of relati@ssribing a set of linked
Toulmin structures [9]. These structures could then begaed using a set of perfor-
matives to request movement to different elements in theettre, (e.gwhy?elicits the
data,presupposing®olicits the sortal) giving rise to reasonably natural agies [8], in
which users can establish what is needed for them to drawahelusion, given their
particular current background knowledge, and to exploger¢iasons for exceptions and
counterarguments.

4, Context

Perhaps the most significant development in computatiogahaentation in this period
was the introduction of abstract Argumentation Framew¥3 by Dung [15]. The im-
portant point here is that we always talk absetsof arguments, so that the acceptability
of an argument is always dependent on the context formedebgttier arguments in the
framework. In an AF arguments are entirely abstract, rdlatdy by an attack relation.
To be acceptable, an argument must either not be attack@uagrosition to defeat all
its attackers. Attackers can be defeated by the attackesangt being a member of set
which contains arguments that defeat them. A set in whicterafrthe members attack
one another and which contains at least one argument ableféatdany attacker of a
member of the set is termetimissible and maximal admissible sepseferred exten-
sions Acceptability can either beredulousif an argument is in at least one preferred
extension, oscepticalif an argument is in all preferred extensions. As well as¢red
semantics [15] discussed grounded and stable semantétsjrare then many other dif-
ferent semantics for acceptability have been developed.KEly point, however, is not

2Today we might term this a “model” or an “argumentation schemet “pattern” was used by Toulmin to
introduce it.

3In contrast, thestruldbrugsin Swift's Gulliver’s Travelsare immortal, but age normally and so are forever
old, suffering all the increasing indignities and infirmitief extreme old age. A struldbrug is deemed legally
dead at the age of eighty, so that wealth can be inheritedsaititey are forever impoverished also.



any particular flavour of semantics, but that the acceptalof an argument depends on
whatother arguments there are in the context (both the set of argunretie AF and
the subsets which form admissible sets): this determind#sthe attackers that need to
be defeated and the arguments which are available to défeat tAcceptability is not
a property inherent in an argument, but one which is only ges=d with reference to a
particular context. Computationally AFs can be readilkdid to knowledge based sys-
tems and logic programs: the arguments and attacks can bkeaget from the program,
and then evaluated in an AF.

5. Audiences and Their Preferences

The problem, however, with Dung’s framework, was that it wasrcive - if an attacker
could not be defeated then the attacked argument fell. Buiiny contexts, such as law
and politics, it may be necessary to choose between conflietiguments, even when
neither can be defeated. In other words, if it is acknowlddipat different arguments
have different strengths, it is important to be able to dgtish attack fronsuccessful
attack, fromdefeat A mechanism to make this distinction was proposed in [1{ that
proposal simply assumed a preference relation betweemargs, without any mecha-
nisms to apply the preference systematically throughafremework, explain the pref-
erence or argue about the preferences.

In order to address these aspects, inspiration was drawntfre work of Perelmah
on audiences [23]. The idea is that an audience can be ceasad by its ordering on
values: a Greek hero like Achilles will prefer the valbameto the valueLong Life
whereas the reverse will be true of a twenty first century themtd Safety Official. King
Solomon chos#&Visdonrather thanNealth or any other kingly attribute. Characterising
audiences in terms of their ordering of values was made this b&Value-based Argu-
mentation Frameworkg 1]. If we now relate arguments to a set of values, as in [&2] f
example which used the argumentation scheme for pracéiaabning devised by Atkin-
son and her colleagues [4], we can now apply the preferermmesding to the ordering
of values for a particular audience to determine the redadivength of arguments, and
hence which attacks should succeed as defeats for tharnaedie

The approach was further enhanced by the developmdnttehded Argumentation
Frameworks(EAF) by Sanjay Modgil [22. In an EAF, preferences are expressed by
allowing arguments to attack attacks, as well as other aegisnIn this way preferences
can themselves be the subject of argument. Now we can comabsat of arguments
with a set of reasons why those arguments should be foundgmve, and so make our
theory of persuasiveness explicit. EAFs can subsume betlenence and value-based
frameworks [21]. The meta level description of such an EAf® a standard Dung-
style AF and so we can apply the many results relating to stahdFs to arguments
with strengths and audience specific preferences.

4l am grateful to Floriana Grasso for introducing me to the wafrRerelman, and its importance for com-
putational argumentation.

SRelated ideas were explored earlier by Verheij (e.g [29]) have been further developed in [5], which
permits attacks on attacks on attacks, and so on.



6. Schemesand Models

For me, the most interesting question currently in compurtat argumentation is how
precisely argumentation schemes can be exploited. Thdgonols this: one of the key
features of argumentation schemes is that they have a nwht#ferent premises, and
these premises are intended to play different roles in ceimgahe argument, and in
consequence the premises have different forms. But thedbgiudy of schemes pulls
us in a different direction: for such purposes if we can rdgdl schemes as defeasible
rules, and the different premises as different antecedeth®se rules, so that the whole
structure becomes a cascade of arguments and sub-argumeniave a nice structure,
amenable to analysis, and a simple homogeneous notion miiges. But in doing this
something is lost: the process is analogous to moving fromleoased reasoning from
first principles [26], to a rule based system intended to pgeksuch reasoning for easy
delivery, but not to support the reasoning activity itsaetid it is important to remember
that it engagement in the activithat is central to argumentation. The contrast is illus-
trated by work such as KARDIO [18] in which a model of the heanised to generate
a set of diagnostic rules which can be used to build a cormesitiKBS to identify heart
problems. Importantly also, once schemes are homogemghisiway a lot of the im-
portance of critical questions in identifying the charast& ways in which arguments
using different schemes can be challenged is also lostcKstare reduced to premise
defeat, rebuttal and undercut (cf [30]), and again this isveaient for analysis, but at
the expense of the diversity and richness of argumentatiovegpractice it.

| feel that if argumentation schemes are to be exploited fiills important that
their heterogeneous nature be somehow reflected in the kdgelrepresentation. An
example of this for the practical reasoning scheme of Atiirend her colleagues can be
found in [2], in which the scheme and its characteristid@ltquestions were related to
models represented as Alternating Action Based Trans8imstems. The use of models
to support richer reasoning was further described in [3 Bknefits of doing so, In
terms of the dialogues which can result, is reported in [Baglieve that this may open
up a whole new avenue for research into schemes, with mudired@rhphasis put back
on contentrather tharform.

7. Modelling Real Arguments

When studying argumentation - even abstract argumentatismmportant to remember
that arguments are always about something. Mathematicstiabout the real world:
it doesn't matter that we can never fintinus six pebblesn the beach, once we have
moved into the realm of mathematics such notions are fineaButments do not inhabit
a Platonic realm: they need to be out there, in the midst giersuading and motivating
people in the world. Losing sight of this can be dangerousit€d is important in real
argumentation: over focussing on form is one way in whictsftjet into fly bottles.

Suppose we are told that residents of Liverpool are mostéyr,pexcept for those
who live in Woolton, which is where many Liverpool FC footleak live. Woolton is a
relatively small district of Liverpool, so we might be teragtto write a strict rule and a
defeasible rule:

If X lives in Woolton, X lives in Liverpool:W — L



If X lives in Liverpool X is, defeasibly, pootV = P

These rules could serve us very well as part of a larger sysféimmany ways of estab-
lishing L, and where we usé for a range of purposes. The problems only come when
we want to use both together. If we know tHat is true, we might think we have an
argument forP. But now the very reason for believing is also an undercutter of the
rule we use to deriv®’. W was used to derive the antecedent of the rule used to conclude
P, butW is itself an exception to this rule. StatedRepe Reina lives in Woolton so he
is poor, we can immediately see the problem: the compressed ardgusnttie opposite

of the information we were originally given. But once we staging symbols we can
lose sight of this. What we must do when we fix this problem is &kensure that there

is no argument fron¥/ to P at all. It is not enough that there is an argument which is
defeated: there is no such argument. Living in Woolton pfesino reason whatsoever
to suppose that someone is poor. Clearly our defeasibleshaleld have been:

LAN-W =P

Two lessons: always use a couple of examples as a sanity etesk reasoning with
abstract symbols; and if there is a problem look to how theerdrhas been represented
before inventing any formal machinery.

Over the last thirty years | have tried to apply Al technigteeproblems related to
the law, and this has, of course, included modelling legalisrentation. One of the very
first Al and law projects was Thorne McCarty’s attempt to makle opposing arguments
in the US tax law case disner v Macombee.g. [20]. But it is worth remembering that
these arguments are in fact opinions of Supreme Court ésstRitney’s is some 6,500
words and Brandeis’ is some 5,500 words. | mention this &sstthat a legal argument
is often a far cry from abstract argumentation, or even trargples used to illustrate
structured argumentation, which typically use no more tielha dozen rules, each with
no more than two or three antecedents. The same, of courdesio philosophical ar-
gument: Anselm’s statement of the Ontological Argumenh&Rroslogiumis only 323
words, but that is universally recognised to be a very sutsitatement of the argument:
over succinct since it has left several parts in need of etdlom.

In Computational Argumentation we find many tools for suppgrthe analysis of
argument, such as Arucaria [25] and Cohere [27], with I§tlpport for computation, and
many tools which generate and evaluate arguments wherdrthatuse appears rather
simplified and idealised when set against the real examptes the Supreme Court
or the philosophical literature. Both are useful, both ateresting and both have their
place. But we need to remember that they are supposed to pected. Al and Law
has a tradition of work which looks at the complexity of repirdons from the perspec-
tive of computational models, and this has produced a lotiwfidating work of which
the argumentation community should be aware, and which intighusefully imitated
in other domains. Cases studied inclugisner v MacomberCarney v Californiaand
related cases, the wild animals cases starting Witrson and Posaind ending with
Popov v HayashiRecently the decision iRopov v Hayashiwhich runs to something
over 5,500 words, was the subject of a special issu ahd Law journal in which the
argumentation (or aspects of it) was modelled using dinosssand factors [13], as a
Dung style argumentation framework with arguments gerdrasing ASPIC+ [24] and
using the Carneades framework [16]. This offers an instreapportunity to compare



techniques developed for computational argumentatiotieapto a real, substantial set
of arguments in a context which permits a direct comparisgiween them.

8. Conclusion

| have described part my journey (omitting some digressiistastopics such as software
engineering of KBS and ontology). The route has been windmysometimes circular,
but | feel I have made some progress. There is, however, daegyway still to go.

Logic provides an idealisation of reasoning. But most ie¢éing reasoning prob-
lems contain one or more of the following features:

e There are reasons for believing both sides of the question

e The conclusion is relative to the context in which it is made

e The conclusion is relative to the audience which makes it

e The conclusion is chosen, not simply recognised

e The topic relates not simply to truth, but to values, asfirstand interests

Of course we can, and in Al we often do, abstract away frometeésments. But for true
intelligence we need to embrace them, and for this we needgagein argument not
admire proofs.
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