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ABSTRACT

Approaches to text generatiorveaamphasised the need to plan dialogues between
user and computebut have paid insufficient attention to the highly ogmtional nature
of much human-human interaction. It is possible to carcdi certain classes of dia-
logues as highly rule-gerned actiities, and to do so facilitates the planning of such dia-
logues, by decreasing the reliance on a model of the @sersuch class of dialogue is
interactve agument, in which a topic is discussed with the aim of reaching a conclusion
as to the truth of some propositione\@ntend that interaste agument provides a use-
ful model of interaction with a KBS, could pide a ne@el means of knowledge elicita-
tion, and would sers/ & a fuitful model for educational systems also. Details of a dia-
logue manager based on a well known dialoguraey(Macknzies DC) are gven. Since
KBS will exist independently of this ay of interacting with them we g cetails of a
Dialogue Abstract Machine (DAM), which could seras atarget interface between our
dialogue manager and a KBS ofydormalism.
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Introduction

Knowledge Based Systems (KBS) represent a considerable repository of information artbknabout

a variety of matters.There are, hwever, considerable problems in designing useful arfdogifre interac-

tions with such systemsoTdate the "consultate" model has dominated, whereby the user poses a ques-
tion, is interrogted by the system so that it can obtain pertinent facts, and theresenemswer Usually

too, some highly stylised "explanation" facilities are provided, so that the user may be yta@dpédstion

has been askl and her a conclusion was established. This style of interaction has its uses, but there is a
disappointing lack of annotion of intelligence in such an interaction. The intelligence of the user is not
harnessed at all, and the behaviour of the system is much the samelcdibevgot from ancorventional

program performing the task. In order to introduce sonveutaof intelligence into such dialogues, some
researchers lra worked on the generation of multi-sentence paragraphsifte application of this ark

to KBS would be to ge letter explanations, thus improving an interaction within the consultation
paradigm by providing more satisfying answers to the users questions. There are curcedbiyitvant
approaches to e generation: the use of "schemata" which are intended to capture and exploit the structure
of naturally occurring tes!, or "Rhetorical Structure Theory" (RST)which identifies the relations which

can occur between sections of attéogether with the ends that these relations aehiethe text. These
relations can be used as the basis of a planning operatbe problems with schemata centre on the
inability of the approach to explain wiexts hare te structure attributed to them, and the conseqaént f

ure to generalise to other types of text, requiring>draestve analysis for gery different text type. RST

tends to treat relations which are of different types as ¥ were homogenous, whereas since some will

be, for &ample, due to relations between concepts deployed in the text and others due to personal writing
style, a uniform treatment is not really appropriate. Both approaches tend to emphasise the coherence of the
text at the expense of a genuinely explanatory account of the structure of texts. It is as if agr abserv
football game noted that the ball crossing the goal line avays followed by a kick-off, a corner or a

goal kick. Whilst this wuld provide a coherent basis for simulating a football game, understanding of the
rules which gie iise to these patterns is necessary to explay ealch follows a particular occurrence
(supposing the referee to be sighted). In this paper we will attempt to use a rather more explanatory notion
of dialogue structure, as the basis of sehmodel for interaction with a KBS.

The Rule-Governed Nature of Dialogues

We take as air starting point for xplaining the structure of dialogues, the highly vantional nature of
much of human discourse. Consider the following dialogue fragment representing a greeting:

A: Hello. How are you?
B: Not so bad. He are things with you?
A: OK. Now about ...

Here neither the questions nor the answerengio them can be understood by analysing the meaning of
the words. The inquiry in & initial utterance is not seeking to elicit information abowt Bialth, nor
should BS response be taken as indicating that he is not ill ymaay. A serious answer from B would be

a lreach of the corention which g@erns this style of greeting. The rules require that a general enquiry as
to health or things in general, ("tHoare things?", "All right?") be followed by a non-committal reply



("OK", "Mustn’t grumble"), with a similar general enquirfollowed by a similar non-committal answer
before the meat of the discourse can be reached.

There are a number of philosophical theories of meaning. One model of meaning suggesisithh&es

a meaning because thelenote a concept, and an utterance is planned by combining these meanings to
form a desired composite meaning. A contrastingvvieund in the later writings of Wégensteir, is that

words do not hee meaning in virtue of standing in such a relation to a concepta a result of their
capacity to be used in a certain rangéaofjuage games. Wittgenstein uses the term "language game" in a
somavhat equrocal mannersometimes to designate simplified forms of language, and at others the whole
of language and the activities with which it is intewen. Often it will designate a a fragment of language:
sometimes a specific speech act, and sometimes general speech actigitieedWot concern oursely

here with the analysis of the concept, nor accept the doctrine that "meaning is use" is its entirity: what is
important is the light it casts on language when wevviédrom the standpoint of a rule g®ned actvity,

in which communication between the participants in a dialogue is enabled by a shared knowledge of the
appropriate rules, by the fact of the participants playing the same.dOur contention is that the structure
obsenable in texts and dialogues can (and should) be accounted for in terms of the rules of the particular
"game" being played in the dialogue.

A significant advantage of exploiting the rulevemed nature of dialogue is that it helps to decrease the
reliance on a user model. This is an advantage because otherwise arkcheeds to be expended on
inferring the user model from the input from the 8send in guessing the ussrintentions in the
dialogué. This would be a difficult task for a human to perform, let alone a compuodered the coren-

tional, rule goerned nature of communication has beeveltged precisely to perform the kind of harmon-
isation between the participants in a dialogue required, without the need to perform these kinds of infer
ence.

These ideas could be applied to the greeting game represented in the dialegabage, but this would

not be interesting as only schogBASIC programmers are concerned teédndneir computer greet them

in a friendly mannerOf rather more interest, both because of its potential for use within KBS and because
the rules of the game ¥ been copiously studied, is the notion of a dialectic game. Dialeztieg were
studied by philosophers who wished to maie notion of logical fallacies, such as "begging the question”,
more precise. Thetherefore drev up a €t of rules which geerned a properly conducted argument, and
accounted for theaflacies in terms of violations of these rules. The usefulness of these rules for-our pur
poses is that tlyeenable a dialectic dialogue to be seen as a path through a graph representing the space of
well formed dialogues. This means that the system, in its turn, has a gptiofaliee maes to doose from,

which can be selected according to soramg playing principles; that the system has, in the suser,
knowledge of the range of possible we for the userso that the strategy of the user in making one of
them can be more readily divined, and that, if amdlenove s made, the breakdown in the dialogue can

be detected immediatelgnd appropriate repair behaviour initiated, by backtracking through the graph.

Dialectic as a Model of Interaction with a KBS

Sometimes a person with a problem will go to a more informed, or experienced person, and ask him to
solve the problem for him and to tell him what to do. This kind of situation is well served by the consulta-
tive model of a KBS. But there are otherobably more common, situations, when the help sought is of a
different nature altogethdtere help is obtained by discussing the problem with a colleague, and the prob-
lem solving is co-operate rather than passgt. Both of the participants are expected to contribute some-
thing to the problem solving, and although there may be disparity between their skills and experience, and
their areas of expertise mayfdif the relationship is essentially one of equals, rather than expert and lay-
man. Such problem solving discussions may @iferent courses: sometimes a person will use it simply

to structure his ideas, or to test a previoushkeldped solution to see that there are nwdlén it; at others

both participants will makreal and essential contributions to thedigoment of the solution. Whelieve

that this model of interaction provides a better and more flexible solution than the coesoitat! which

can significantly etend the areas of application of KBS. In particutae increasingly popular "kmehow"
systems, which are supposed to act as repositories of wisdom rather than specific task solving systems, are
likely to be more ééctively accessed in thisay. Further a side effect of this kind of problem solving is

that the knwledge of, and understanding of the domain, of both the participants may be increased by such



discussions, suggesting that it may be possibletiend the knowledge base itself through such interac-
tions. Another potential application is in educational systems, particularly when these are modelled on the
true "leading out" that is possible in a one-on-one tutorial situation as opposed to the more rigid "spoon-
feeding" necessitated by larger clagses

Discussions of the sort indicated abddl fall within the scope of the dialectic games alluded to eaHier
is our contention that such dialectic games can form the basis of an interaction with KBS whichtfaio

discursie model. The next te sections will detail one such dialoguarge®, and shev how it can be used

to determine the dialogue space within a computer system.

MacKenzie’s Dialogue Game DC

Informally, MacKenzie$ dalogue game, DC, Wolves the interaction of twprotagonists - whom we shall
call A(lice) and B(ob). The game proceeds in a sequenceuofls each round consisting of lacution
uttered byA or a locution uttered bB. Each protagonist has an associatethmitment st@rcontaining a
finite set of locutions.The locutions uttered by and B may change the contents of these commitment
stores in accordance with thbemmitment ruleprescribed by the game.

In more formal terms, lebe a set oftatementsvhich we assume closed undegaen, conjunc-
tion, and implication i.e0r, s OSit holds that Gs) OS (r s) OSand (r 0 s) S The setL, of locu-
tions over Ss defined as follows:

L1) Os0OSsis alocution (i.es OL)

L2) 0OsOSthequestion'ls it the case that?®'is a locution.

L3) 0O s OSthewithdrawal"No commitment"ds a locution.

L4) [OsOSthechallenge"Why ?" is a locution.

L5) 0O s OStheresolution demandResolve whether' §s a locution.

L6) All that are locutions arise by reason of (L1)-(L5) alone.

Note that each of (L2) through (L5)vgs fise to a relation\er L x S denoting these relations 6y, W, Y,

R respectiely it follows thatL is completely defined by the set:
L=sJ{:(,90QJWY[JR}

sdSs

With the formalism abee, given a ®tL of locutions and protagonisBs={ A, B } an utterance(or locution
actin MacKenzies phraseology) is anelement ofP x L; an n-round dial@ueis a sequence of utterances

i.e. an element ofR xL )" and the set of all possible dialogues is [ost [ ] (P %L )". Note that ap ele-
n=0

ment of a dialogue (docution even) is completely described by a tripkei, p, | > wherei is theround

number p is a protagonist ands a locution.

Of course, may dialogues inD are uninteresting since there is no "logicalVaigpment in the
progress of the dialogue. DC is concerned with a particlitdectical systemSuch a system is a triple
<P, L, R >whereRis a set offialogue ruleswhich render inadmissible certain locutioreats<n, p, | >.
Let C,, OL denote the set of commitments of protagopisafter then'th round of some dialogué. The
significance of the rule s& is that it bars locutions in rountt+1 solely through use o$yntactical ela-
tionsinvolving L, Cy, A, C, g and the immediately preceding locutiorest <n, p, | >.

The remaining tw features of DC that ka © be dscribed are the rules by which the commitment
stores,C, o andC, g, are afected by the locutionvent in roundn; and the dialogue rules for prohibiting
certain locution eents. We will not describe these completely (the reader interested in a full definition is
referred to Macknzies paper). The important property of dialogue rules has already been described and
we may summarise the commitment rules aswWal€C, o = Co g = 0, that is before the game commences
neither protagonist is committed toyalocution. For n >0 for each type of locution, i.e. whethet is a
locution by reason of one of (L1) through (L5), there are commitment rules which describe the members of
Ch+1.4 andC, .y g in terms ofC, 5 (respectiely C, g) and the locutiorl. For example, the commitment rule
associated with the locution vt <n,A Why s?2 is Cya:=Chqa[]{Why ¢ -{s}
Cng:=Ch1s [ ]{ s} Thesimplest gample of a dialogue rule in DC is the rilg,, which states that no



legd dialogue contains tar consecutie locution utterancesP,l>, <P,I'>, whereP O{ A,B}; or an
evant <n, p, | > wherel [JL. This forces the protagonists to éakirns in making utterances and ensures
that only locutions are admitted. A more comxplele is Rqy concerning challenges. This states that no
legd dialogue of lengthn+1 contains an went <n-1,P, Why s2 unless it also contains arveat
<n, Q, | > such that

i) <l,s>0OWor
i) (10S& (WhyI?[0C,p)or

i) <I, (the conjunction of T O s)> ORwhereT UC,p andsis an immediate consequence of the
statements iff.

In less formal terms the challenge rule states that a challeagiefiem protagonisP must be folleved by

a locution @ent from protagonisQ that consists of: withdrawing grcommitment to the statement under
challenge; or a statement not under challeng®;byr a request to resobswhether the statement under
challenge follows as an immediate consequence of statements toR#kipresently committed.

Using DC in a Computer System

The application of dialogue formalisations to computational activities has earlier been considered in the
field of structural complexity theoty The model gamined in that domain is of some interest to KBSky

two agents interacting in order to construct a proof ofwergissertion. A recent restfitestablishes that

the class of assertions that can bevgdanithin a "small" number of interactions is identical to the class of
decision problems solvable by programs with "small* memory size requirements. The latter class includes
problems such a determining whethenzegiquantified formula in logic is a tautology.

The schema with which this paper is concerned is depicted in Figured, belo

Dialogue

uestioner
Manager Q

Figure 1

In terms of the formal model introduced in the previous section, the protagonists are the KBS questioner
(Q) and the reasoning engine of the KB§.(The underlying statement s&,consists of the dataggts,
inference rules, relations etc.) encoded in thes@dge base. As in DC the commitment store® ahndR
are initially empty.

The dialogue manager (DM) is responsible for a three main tasks, summarised belo

i) It acts as an interface between the KBS and the Questiaresiating utterances from the latter into
requests to the former; and translating responses from the former into locutions to the latter.

i) It must maintain the commitment stores @andR.

iii) It must enforce the rules of the dialectical system underlying the dial@gne. gThusf the ques-
tioner attempts to makan llegd move his must be rejected and if necessary a return to aiopse
state in the dialogue space must eatéd. A similar process must be carried out if the response
from Ris illegd.

Note that there is no asymmetryadived in the DM$ treatment ofQ andR. This is appropriate for the sce-

narios described earlier in the paper since, in these, both agents cooperate in a problem solving task rather
being in a "masteslave” relationship. ThedM supplies bothQ and R with a templateof valid locution

forms cf. the description of the dialogue abstract machinevbelo

Task (i) is, in essence, a compilation process thabhies mapping between twdifferent for
malisms. Thesecond is a straightforward set maintenanceigctito realise task (iii) we empjoa graph



modification systerapecific to dialogues. Such systemsehbeen considered earlier with respect to docu-
ment modelling methods by\sal authors! 1213

Graph Modification Systems for Dialogue Management

A dialogue gaphis a labelled directed gclic graphG (V, E) satisfying the following constraints: each
v OV has an associated labglv) ONxP xL x{0, 1}; if <v,w>0OE and A(v)=<n, p, |, 1> then
Alw) O<n+1,q, I'>%{0,1} where<n,p,I>;<n+1,q, I'> must be a lgd fragment of a dialogue iD.
We all nodes whose final label entry isfpandednodes and those with label entryi@expandeadhodes.
Every unexpanded node has no outgoing edgawlly, there is at most one patth,in the graph such that
d commences in the source node and ends in an expanded node all of whose successoqzaadedne
nodes. V& all this path thelialogue pattof G.

A dialogue graph completely describes a point in the dialogue space: the sequence of labels on the
dialogue path describe agh dialogue; ungpanded nodes represent possible continuations of a dialogue
which hare ot been pursuedxpanded nodes with no successors represent former dialogue paths which
have ended with no lgd continuation; finally a graph which does not contain a dialogue path encodes the
situation where the dialogue being pursued cannot be continued.

Let DG(L) denote the set of all dialogue graphs with underlying locutionLsdthen for agy
(computablé) dialectical systenDS (of which DC is one example) one may define an associated graph
grammai (DS) such that

i) DG(L) is dosed under the application of production ruleE (DS).

ii)  [(DS) contains production rules to turn a dialogue graph with no dialogue path into a dialogue
graph representing some earlier stage of the dialogue in progress.

iii) (DS) contains production rules to advance the state of a dialogue by one round.
Any such graph grammar constitues a graph modification system for a particular dialogue game.

A Dialogue Abstract Machine (DAM).

In an earlier section we introduced the notion of a dialogue manager responsible for supervising the
progress of a dialogue between a (presumed) human participant and a KBS. Since the task of the dialogue
manager is not to tekpart in the dialogue,u rather to mediate between theotective participants and to

enforce the rules of the dialogue game, it is appropriategasdre¢his task as a sequence of steps in the
execution of an abstract machine, which we will define as a Dialogue Abstract Machiv®.(Dik e the
analogous Hypertext Abstract Machine (HAM) of Campbell and GootimBAM offers a general storage

and eecution model which may be implemented in marays and may interact with KB systems of man
formalisms.

The principal components of DAM are the following:

1. A madine state which defines: the dialogue sequence numbehe currently actie participant
(Alice or Bob); and the set of currently allable locutions as defined by the dialogue rules of DC.
Dialogue steps produce a sequence of state transitions in DAM.

2. Adialogue graph, representing the history of the dialogue in progress. A node in the dialogue graph
takes the form of a locution made by one of the participants, accompanigddplyaEmplatedefin-
ing the set of possible responses which arevalite within the rules of DC. The reply template may
be seen as a degtive d the state of DAM at the time the locution was made; it provides a set of
unexpanded nodes for each locution, defining possible continuations of the dialogue.

3. TheCommitment Ster ements of which are locutions (statements and challenges) to which one or
both participants are committed.

*) ‘computable’ in the sense that the relatidALID O(NxP xL)? - where<x, y > OVALID if and only ify is a legd
continuation of - is computable.



4.  Aset ofDialogue Step Opations corresponding to the févlocution types L1-L5 defined in the pre-
ceding section.

5. A set ofCommunication Primitive Functionsvhich provide inteices between DAM and the dia-
logue paticipants (human and KBS).

Each locution offered by a participantzakes a dalogue step operation in DAM, which proceeds as fol-
lows:

i) Thevalidity of the locution is verified, according to the dialogue rules of DC;

ii)  The machine state is aduced, including incrementing the locution sequence cqusatgching the
participant status, and defining the dialogue step status;

iii)  The relevant commitment rule is applied, leading to amendments to the state of the commitment
store;

iv) A reply template is constructed by applying the dialogue rules and syntactical relations to the current
locution and commitment store;

v)  Thedialogue graph is extended by appending the current locution and reply template.

The purpose of the rule-set of DC (and hence of the operational semantics of DAM) is to enable dialogues
from which both participants can @ra&onclusions from chains of implications linking statements to which
both are committed (and, incidentaltg prohibit circularity in these chains, with the corresponding infer

ence of 'bgging the question’) Considerfor example, the response to the challeng#ty s?The general

reply template for this would be the triplet of continuatiomsthdraw s t; resolve XO s). However, in not

evay case is each reply all@ble. In particularthe resolution demand is an aliable response only X

defines a set of commitments accepted by the challemigehich s is an immediate consequence. In con-
structing the specific reply template at this stepMDmust inspect the commitment store to establish
whether ag such set of commitmentxists, and if not, no such unexpanded node will be added to the dia-
logue graph.

The replyt to the challengeWhy s? carries the implicationt =>s. If this implication exists in the
commitment store, then DAM will produce it as a specific response in the reply template. If not, then the
reply template will contain an ureanded node, indicating that the responding participant may extend the
dialogue along this arc by introducing asngtatement, i.e. one not previously included in his/her commit-
ments. If the participant at this step is the KBS, the dialogue manager may at this stage interrogate the KBS
to explore whether gnsuch implication can be identified in the knowledge base. It is for this purpose that
the communication primite functions are praded. A communication primite function presents to a par
ticipant (in this case, the KBS) a locution and accomipgnresponse template, with the invitation to fill in
an appropriate response.

Dialogues are concluded, when successful, when both participants are committed to a chain of impli-
cations linking agreed premises to required conclusiamgadilitate this, the implementation of the com-
mitment store uses as atomic elements the set of ‘basic’ statements, from which the fogetsoof, ten-
junction and implication are represented asdihktructures. This form of implementation enablésieft
identification of implications and immediate consequences, as is required for anestiaftigue.

Unsuccessful dialogues may terminate when aa\continuation is possible, or no information is
available to continue the dialogue along the path taken. In this case, DAM enables a backtracking procedure
to be effected, returning the dialogue to a preceding node in the dialogue graph at which gparedede
node successor izvalable. The complete history of the dialogue, including abertaths, is retained in
the graph structure.

Conclusion

In this paper we he proposed a neel style of interaction with a KBS, which we beliewould be more
effective than the traditional consultadé gyle, for a variety of applications, where the user hagyaegeof
expertise in the area vered by the system. 8avebeen at pains to makhe model as general as possi-

ble, so that the style could be applied to a range of KBS, constructed using different formalisms. At the
heart of our approach is the conviction that we should tekrule geerned nature of much of human dis-
course seriously and incorporate an appropriate set of rules in theadaterfn this way genuine



conversation is enabled, rather than the mimicry that results from the incorporation of only surface features
of dialogue. For purposes of illustration, we/dased the set of rules presented in Mankies Dialogue

Game DC, since these are widely ¥um well worked out and can be presented succindtiynay well be,

however, that these rules, deriving as yhdo from a \ery formal system, would result in a somewhat stilted
dialogue. A rather more promising approach to produce natural discussions would be to produce a set of
rules based on a less formal approach to dialectic, such as than of Steplmein'T. The substitution of

these rules for the rules of DGould not significantly change the approach, and could readily be mapped
into the DAM outlined abee.
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