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Certain problems associated with knowl
edge acquisition are identified and exam
ined in this paper. We review a variety of 
methodologies and tools designed to ad
dress these problems and then argue that 
there is a strong case for a preliminary 
knowledge analysis or domain phase of 
KBS development. This phase facilitates 
subsequent design, development and main
tenance phases. The details of our domain 
characterisation are not expounded upon in 
this paper. The paper concludes with a sug
gestion of a re-examination of some of the 
central metaphore acquisition. 

Introduction 

Knowledge acquisition is a key stage in any metho
dology for constructing Knowledge Based Systems 
(KBSs); deciding what knowledge should be brought 
to bear on a problem, how the knowledge can be 
used in a program, how to elicit, interpret, organise, 
model (i.e. represent) and encode it in a KBS are all 
aspects of knowledge acquisition. This process is 
complex and fraught with difficulties, some of which 
are discussed later; it is also often a lengthy and 
painful process. For these reasons, it has long been 

identified as the main bottleneck in the development 
of KBSs. This metaphor has its origin in the most 
popular principle of KBSs which states that the per
formance of a KBS critically depends on the amount 
of knowledge embedded in the system (Feigen
baum, 1977). Indeed, for more than 15 years now, 
since Davis's (1976) landmark TEIRESIAS pro
gram, researchers in Artificial Intelligence (AI) have 
viewed knowledge acquisition as a problem of 'ex
pertise transfer'. Henceforth, the traditional knowl
edge engineer is the intermediary who must inter
view the expert and transfer the expert's knowledge 
to some computer representation. Since, by defini
tion, the knowledge engineer is not very knowledge
able in the problem area and because the expert is 
unlikely to be able to encode his knowledge in a 
computer readable directly form himlherself, fail
ures in communication are inevitable. 

Ongoing research at Liverpool University over the 
last seven years has confirmed certain major prob
lems associated with knowledge acquisition; these 
issues that will have to be addressed if the develop
ment of KBSs is to be facilitated. In this paper, we 
examine some of these problems. There are, so far, 
numerous methodologies that have emerged suppos
edly to address them; we review some and consider 
how successful they are. Furthermore, there is an 
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abundance of tools to support knowledge acquisition 
(see Boose, 1989), We provide a selective critical re
view of these tools. Following on from these analy
ses, we suggest the need for a preliminary character
isation stage of knowledge acquisition which places 
a primary focus on the nature of the domain. This 
preliminary phase is crucial to the success of second 
generation expert systems (Steels, 1984). 

Major Problems Associated with 
Knowledge Acquisition 

Major problems associated with knowledge acquisi
tion include: 

1. It can be hard for the domain expert and knowl
edge engineer to harmonize their mental models 
(Recogzei & Plantinga, 1987). Harmonization can
not be achieved directly as we cannot just merge the 
mental models together; the engineer and the expert 
are constantly revising their mental models using 
natural language (Motta et aI., 1990). 

2. There often exist mismatches between elicitation 
techniques and the structure of the problem domain. 
Knowledge Elicitation is the process of extracting 
knowledge from an expert, to produce what may be 
called the 'raw data'. Such techniques range from 
structured and unstructured interviews with the ex
pert to psychologically based methods such as lad
dered grid or card sorting; they are reviewed in Wel
bank (1990). Their efficacy varies considerably de
pending on the following (Burton et aI., 1987): 

• the type of knowledge the knowledge engineer 
is trying to obt; 

• the task in hand; 
• the psychological make-up of the expert. 

It is suggested that many of these techniques can be 
criticised for imposing their structure upon the elici
tation process and hence the domain. For example, 
multi-dimensional techniques including repertory 
grids and card sorting mainly elicit declarative 
knowledge while think aloud protocols primarily 
aim at eliciting procedural knowledge. Hence, these 
techniques, as suggested by the above three factors 
of Burton et al. have limited ranges of applicability. 
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A primary reason for this mismatch problem lies in 
the fact that literature does not make clear when 
and where to use these techniques; e.g. even when 
advice is offered by commentators concerning inter
viewing approaches for example (Grover, 1983; 
Welbank, 1989), this still fails to overcome difficul
ties. Current elicitation techniques can be classified 
into formal vs informal approaches, direct vs indi
rect methods and weak (domain independent) vs 
strong (domain dependent) (Motta et aI., 1990). 
Such a classification should be associated with, say, 
Burton et al.'s factors: it must be made clear what 
the presuppositions of these techniques are and 
when and where to use them in order to avoid this 
mismatch between techniques and problem domain 
structure (and sometimes the expert). Most crucially, 
and as we argue elsewhere (Paton et ai, 1990a) and 
later in this paper, it is the nature of the domain that 
should guide the elicitation process' (see also Wood
ward, 1989). 

3. It is hard for the knowledge engineer to navigate 
and make sense of the sheer mass of information ob
tained. A recent comprehensive UK survey reported 
that KBS developers did not consider knowledge 
elicitation from the expert in itself a problem, rather, 
it was making sense and imposing a coherent organ
isation upon the elicited data and representing it 
(O'Neill & Morris, 1989). This is clearly seen when 
the knowledge exists in written form, as in legisla
tion based applications (e.g. Bench-Capon, 1990). 

4. Despite the numerous current tools (see Boose, 
1989), a major obstacle is that little guidance is 
available to the domain expert or knowledge engi
neer to help with the following tasks (Kitto & 
Boose, 1989): 

• classifying the application task and identifying 
a problem solving method; 

• given the application task characteristics, select 
ing knowledge acquisition tools and strategies 
to be applied in creating and refining the 
knowledge base. 

This is not a comprehensive list; others are men
tioned later on in the paper. Our goal is to, at least, 
address these problems in our research. 
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KBS Methodologies for 
Knowledge Acquisition 

The goal of this section is to overview KBS metho
dologies to date and examine their contributions to 
addressing the root causes noted in the previous sec
tion. Methodologies are necessary to facilitate the 
routine development of KBSs using standard meth
ods (taking the art out of the process), to improve 
their quality and to train novice knowledge engi
neers. 

First generation KBS methodologies are mainly of 
two types: 'Stage Based' approaches and prototyping 
approaches. (Strictly speaking, prototyping is not a 
methodology but a key technique in constructing 
KBSs; some reasons for this are well explained by 
Breuker et al. (1985)). The stage based approaches 
present life cycle definitions. For examples, Bucha
nan et al. (1983) propose a life cycle definition in
cluding the following stages: identification, concep
tualisation, formalisation, implementation and test
ing/revision; Guida & Tasso's (1989) proposal in
cludes plausibility study, demonstration of proto
type, development of full prototype, development of 
target system, operation and maintenance/revision. 
Other examples are found in Grover (1983) and 
Wielinga & Breuker (1983). These methodologies 
bear similarities to conventional life cycle data anal
ysis methodologies such as SSADM (Downs et al.). 
Clearly, these methodologies are very general as 
they attempt to address the entire complex knowl
edge engineering endeavour. In so doing, they fail to 
acknowledge knowledge acquisition as a separate 
stage. Indeed, prototyping, which has been much 
used to date, may not fully utilise the knowledge ac
quisition process because the underlying assumption 
is that one can uncover the structure of the expertise 
of the domain at a very early stage with little or no 
analysis. 

A second generation of KBS methodologies is 
emerging which has started to acknowledge the 
complexity of the knowledge acquisition process and 
sees a solution in the construction, creation or mod
elling of expertise. These methodologies have sug
gested languages for conceptual modelling. They in
clude: ontological analysis (Alexander et aI., 1986), 
Sowa's conceptual graphs (Clancey, 1985), ap
proaches based on generic tasks (e.g. Chandraseka
ran, 1985) and conceptual modelling (e.g. the 
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KADS methodology (Breuker et aI., 1987)). 

Ontological Analysis is a methodology designed for 
knowledge-level analysis (Alexander et aI., 1987). 
Knowledge-level modelling refers to the modelling 
of an intelligent system's behaviour independent of 
whatever symbols might ultimately be used to imple
ment those behaviours in a computer, e.g. frames, 
semantic nets or rules. Hence, at the knowledge lev
el, one does not talk at the level of how the rule in
terpreter works, rather, one describes what it does. 
SUPESPOONS is the representational language 
which (Alexander et al., 1987) have proposed to 
carry out such an analysis. Using domain equations 
of denotational semantics and algebraic specifica
tion, SUPESPOONS specifies domain objects in 
terms of their relationships and transformations; the 
main objective being to identify and construct an ad
equate knowledge representation for any given 
problem. 

KADS methodology (Wielinga et aI., 1988) is a 
methodology in which the authors suggest a four 
layer architecture describing the domain, the type of 
inferences, the tasks, and strategic structures. They 
also describe a number of domain-independent con
ceptual primitives used for representing the infer
ence and task layers. These primitives, called inter
pretation models in KADS, are quite similar to Clan
cey's (1986) and Chandrasekaran's (1985) six generic 
types which depict the levels where knowledge-lev

el analysis is carried out (e.g. heuristic classifica
tion); these are further elaborated upon later. 
KADS's view of the knowledge acquisition process 
is one of 'interpretation': verbal data (e.g. from inter
views with experts or textbooks) is interpreted or 
mapped onto other representations and structures 
(Hayward et al. , 1987); classical KBS development 
map directly from verbal data to, say, production 
rules with the obvious dangers of misinterpretation 
and underinterpretation. Although, they can not yet 
claim that such a set of primitives is complete, their 
proposal is already robust and detailed enough to be 
used in a number of practical problems. 

10hnson (1989) has proposed modelling knowledge 
via systemic grammar networks (SGNs) which she 
espouses as a suitable "mediating representation" 
which mediates between verbal data and standar
dised knowledge representation schemes found in AI 
environments. Her underlying ethos lies in the thesis 
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that premature encoding of knowledge in a KBS
driven representational form is often a hindrance to 
analysis. 10hnson claims that SGNs are a well de
fined system based on the idea of choice and with 
no standard rules of application. Its proposed advan
tages include conceptual modelling without having 
to translate concepts to a knowledge representation 
language, allowing for changes through further ac
quisition as well as acting as a source of documenta
tion. 

Sowa's use of conceptual graphs (Clancey, 1985) is 
an obvious choice of representation language to 
some researchers (e.g. Recogzei & Plantinga 
(1987)); they stay close to the structure of the natural 
language used by both the knowledge engineer and 
the expert and they provide a clear notation for mod
elling. In addition, the notation is also directly ma
chine representable. However, all it really provides 
is a good diagrammatic tool which allows the model
ling process to be repeated until both the knowledge 
engineer and the expert converge on a set of dia
grams which they believe adequately represents the 
domain. It does not guide the modelling as such. 

Other AI representations, say logic or production 
systems (PSs), can be directly used for modelling 
knowledge (PSs have already been much used in 
prototyping approaches) but with the obvious disad
vantage of the knowledge engineer prematurely con
cerning himlherself with issues of symbol-level 
modelling as 10hnson warns, without any rigorous 
prior analysis of the domain concerned. 

Discussion on Methodologies 

Second generation approaches with their modelling 
view of the knowledge acquisition process better ad
dress the problems of Section 2 than the first genera
tion ones; in fact, the latter hardly address the prob
lem at all as earlier mentioned. Nevertheless, these 
second generation methodologies still suffer from 
many shortcomings. The guidelines they provide for 
conceptual modelling are still fuzzy. These ap
proaches still do not fully address the issue of har
monising the expert's and the knowledge engineer's 
mental models (Recogzei & Plantinga, 1987); nei
ther do they suggest where and when to use the vari
ous elicitation techniques nor what tools to use. 
KADS is an exception. Despite its limitations (e.g. 
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separating domain and control knowledge is still a 
controversial one), KADS has advantages over the 
others: it is principled, it has reusable models and a 
good toolkit, and it is emerging as the de facto stan
dard for knowledge acquisition, at least in Europe. 
In addition, formal models are being developed for it 
(Wetter, 1990). 

These modelling approaches can be said to prescribe 
some domain conceptualisation phase, though they 
themselves mainly provide means/languages of 
knowledge modelling. 

A Selective Critical Review of 
Knowledge Acquisition Tools 

When developing a KBS, a requirements analysis 
phase is necessary to identify the task that the KBS 
will perform. Traditionally, knowledge engineers 
construct a model of the system's proposed behavi
our which corresponds to the engineers' theory of 
how the expert solves problems. This modelling ac
tivity is what Newell (1982) refers to as knowledge
level modelling. Newell's work has heavily influ
enced most of the knowledge acquisition tools devel
oped to date. Other investigators have built on his 
work to characterise generic tasks/methods of prob
lem-solving that are independent of a specific infer
ence engine and of specific application areas (Clan
cey, 1986, 1985). Hence, a knowledge-level descrip
tion of a system identifies its abstract data and infer
ence types and its generic control structure. Clancey 
(1986) identifies heuristic classification and heuris
tic construction as two fundamental examples of 
such generic problem-solving methods. The former 
is a common method in which concepts are heuristi
cally related using a process of data abstraction, 
heuristic matching and solution refinement (see Fig
ure 1 (adapted from Clancey (1986)); this method is 
suitable for problems in diagnosis, repair, catalogue 
selection or skeletal planning. 

The latter (i.e. heuristic construction method) con
structs solutions by generating complete solutions or 
assembling them from components while satisfying 
constraints; this is most suited to synthesis applica
tion tasks (design, configuration, scheduling, etc). 
Chandrasekaran (1985) also describes six generic 
tasks in knowledge based reasoning which, to some 
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Figure 1. Heuristic Classification problem-solving method 

degree, resemble the problem-solving methods pro
posed by Clancey. They include classification, state 
abstraction, knowledge-directed retrieval, object syn
thesis by plan selection and refinement, hypothesis 
matching, and assembly of compound hypotheses for 
abduction. Like Clancey, Chandrasekaran views 
these generic tasks as problem-solving methods 
which can be combined to perform knowledge
based reasoning for an application task. The influ
ence of such work is evident in the overview of the 
tools that follow. 

Numerous tools currently exist which were designed 
to support the knowledge acquisition process, even 
though most of them are just prototypes. They could 
be classified as: 

• Task specific tools 
• Problem-solving method specific tools 
• Repertory-grid based elicitation tools 
• Machine learning tools 
• General tools. 

Task specific tools (Model-Extension tools) 

OPAL (Musen et aI., 1987) is an example in this 
category. It is an interactive program that acquires 
new cancer treatment plans for an expert system 
called ONCOCIN (Shortliffe et aI., 1981) - a pro
gram that provides therapy advice to physicians who 
take care of cancer patients. Expert oncologists use 
OPAL to describe new chemotherapy regimens for 
ONCOCIN by filling out graphical forms and by 
drawing flowchart diagrams on a workstation dis
play. PROTEGE (Musen, 1989) is the interactive 
graphics program that assists knowledge engineers to 
create general models of application tasks that can be 

solved with the problem-solving method of skeletal
plan refinement (Friedland & I waski, 1985), which 
the expert fills and refines. OPAL uses task-based 
conceptual models. (Note: this is not to be confused 
with the concept of 'generic tasks' mentioned earli
er). OPAL's tasks model includes domain-specific 
concepts, e.g. chemotherapy, drug, toxic reaction, 
lab test, etc.) Expert physicians with little computing 
experience have successfully used these models to 
enter specific cancer treatment plans. The generic 
task (or problem-solving method) is skeletal-plan 
refinement. 

Knowledge acquisition can be viewed as comprising 
of two interrelated stages: building a generic task 
model - i.e., creating an intention of the proposed 
system's behaviour; and filling in the specific con
tent knowledge in the domain that is consistent with 
the general model - i.e., creating extensions (Addis, 
1987). PROTEGE falls in the former category (i.e. 
model building tool) while OPAL falls into the lat
ter (i.e., model-extending tool). 

Problem-solving method specific tools 

TEIRESIAS (Davis, 1979; Davis & Lenat, 1982) is 
a classic example in this category. It is a system de
vised to help with the development and maintenance 
of a large knowledge base for a particular expert sys
tem shell - the EMYCIN shell (Van Melle, 1979). It 
is basically a failure-driven tool in that interactive 
transfer appears in the context of discovered short
comings in a knowledge base. For example, when 
the expert system fails to function as expected, TEI
RESIAS applies its "rule models" to detect missing 
information, helps place new knowledge into exist-
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ing rule structures, and assists in changing these rule 
structures. The problem-solving method it supports 
is a form of heuristic classification (Clancey, 1986) . 
TEIRESIAS operates (elicits knowledge) at Newell's 
(1982) symbol level; users must appreciate both the 
nature of the representations used to encode knowl
edge in the target expert system and the consequence 
of applying particular inference mechanisms to these 
symbols. Users here must understand how expert 
systems work. TEIRESIAS was never actually used 
by expert physicians for whom it was intended large
ly for this reason and motivated the development of 
OP AL. ROGET (Bennett, 1985) is another classic 
tool which conducts a dialogue with its user asking 
about the problems to be diagnosed, about the 
causes of those problems and about data to con
firm/refute those causes and problems. The resulting 
knowledge-level specification was then translated 
and used to develop EMYCIN-based expert systems. 
ROGET's problem-solving method was thus some 
form of heuristic classification (see Figure 1). 

Another example in this category is SALT (Marcus, 
1988). It is based on the propose-and-revise method 
of heuristic construction: it constructs solutions to a 
problem by successive revisions. Other examples in
clude MOLE (Eshelman et al., 1987) and its prede
cessor MORE (Kahn et al., 1985) which are both 
based on an instantiation of the heuristic classifica
tion method called cover-and-differentiate. TEIRE
SIAS is unique to all the others mentioned in this 
section in that it is the only one of them whose prob
lem-solving method is quite implicit in its code; the 
rest have explicit conceptual models of problem
solving. 

Repertory grid based tools 

ETS (Expertise Transfer System) is an interactive 
grid-based technique for eliciting knowledge 
(Boose, 1985). It automates psychiatric interviewing 
techniques/theories that were originally devised by 
therapist George Kelly (1955) to learn how people 
make distinctions of the world; Kelly's theory is 
called the Personal Construct Theory. (A construct is 
defined as an internal bipolar scaled dimension 
which brings out the similarity of a set of elements 
and the difference of this set of elements from other 
elements). ETS uses a structured dialogue with an 
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application expert to solicit the elements of the solu
tion set (the possible classifications that may apply 
to a given case) and the features that may be relevant 
at arriving at a classification. Thus, it elicits conclu
sions with their similarities/differences in order to 
establish traits. By rating pairs of traits, it constructs 
a rating grid from which it infers~an entailment graph 
which reveals the semantic distance between con
cepts and possible implicational relations. IF-THEN 
production rules are then generated (entailed and in
duced) from this graph. The biggest problem with 
ETS is that it elicits only simple classifications from 
the experts; it has difficulty expressing causal, pro
cedural and strategic knowledge. The classification 
associations produced are also frequently spurious. 

AQUlNAS (Boose & Bradshaw, 1987) is the succes
sor to ETS which improves on some of the latter's 
limitations, mainly in representation and reasoning. 
It allows elicitation from multiple experts and stores 
it in a hierarchical network of repertory grids. This 
knowledge can be examined and refined using tools 
that do clustering, similarity analysis, implicational 
analysis and consultation testing. These tools use 
techniques to analyse information in grids and sug
gest ways to refine the knowledge bases. Both ETS 
and AQUINAS generate operational knowledge bas
es for a number of expert system shells (e.g. KEE, 
OPS5, etc) from the common internal representation 
(Boose, 1985). In fact, more than 500 knowledge 
based system prototypes were generated by ETS 
during three years of its use at the Boeing Company; 
a typical prototype was constructed in less than 2 
hours (Kitto & Boose, 1987). Other tools based on 
the repertory grid interviewing techniques include 
PLANET, KITTEN (Shaw.& Gaines, 1987) and 
NEXT RA (Rappaport & Gaines, 1988). NEXTRA is 
a knowledge acquisition toolbox based on an exten
dible set of techniques developed for the knowledge 
support system KSSO (Shaw & Gaines, 1988). The 
NEXTRA technology encompasses elicitation tools, 
visual analysis and display tools, group comparison 
tools, inductive tools, and knowledge base genera
tive tools. NEXTRA creates a knowledge base for 
use by the performance system NEXPERT. The 
KSSO system, which subsumes the NEXTRA knowl
edge acquisition toolbox, supports a multi-expert 
grid-based elicitation recognising consensus, corre
spondence, conflicts and contrasts (Shaw & Gaines, 
1988). KRITON (Diederich et al., 1987) combines 
repertory grid interviewing and protocol analysis to 
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build knowledge bases. 
All such repertory grid based tools have implicit 
models of heuristic classification problem-solving 
and thus operate at the knowledge-level (Newell, 
1982). In this way, they are similar to MOLE or 
MORE in that they implement model-based concep
tual models. However, in these repertory grid-based 
tools, these models are implicit in contrast to the 
more transparent models in tools like ROGET and 
MOLE. 

General tools 

This refers to toolkits that attempt to provide a com
prehensive range of tools to help the knowledge en
gineer bridge the gap between the expert's knowl
edge and some final runnable system. KEA TS, de
veloped by British Telecom and the Open University 
(Motta et aI., 1988) excellently falls into this cate
gory. It aims to provide complete life-cycle support 
for knowledge engineers beginning with knowledge 
elicitation, through problem conceptualisation, 
knowledge encoding and debugging. It provides use
ful enhancements to other modem shells, toolkits 
and environments for knowledge engineering (e.g. 
KEE, ART, etc.): 

• Semi-automated transcript analysis facilities. 
• Sketchpad on which the KE may draw a free 

hand representation of a domain, from which 
code is automatically generated. It also has a 
hybrid representation formalism that includes a 
frame-based language and rule interpreter. 

KEATS is an impressive system which comprises 
several tools including ACQUIST (a hypertext-based 
domain conceptualisation tool). KEATS's theory is 
mentioned only in passing: it may be typical of AI 
systems where the theory and the system are one and 
the same (Anjewierden, 1987). Another example is 
SHELLEY (Anjewierden et aI., 1990) which is the 
toolkit that supports the KADS methodology. 

Machine Learning tools 

Learning is without doubt one means of knowledge 
acquisition (Chandrasekaran, 1989). So learning 
programs are being developed/used by knowledge 
engineers to produce operational representations of 
knowledge from expert performance. Machine learn
ing promises a way to get computers to behave as we 
wish without programming them (or, equivalently, 
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without having to build and debug complex knowl
edge bases). It can facilitate knowledge acquisition 
by transforming knowledge that is in a readily avail
able form, such as examples, into a more useful 
form, such as diagnostic rules. If experts could sim
ply show a machine what to do, rather than program 
it, then the knowledge acquisition problem would be 
solved - at least, this is the theory. 

ID3 (Quinlan, 1983) learns similarities from training 
sets by optimising global parameters. AQ11 (Mi
chalski, 1983) induces rules from sets of positive and 
negative training examples. LEAP (Michel et al., 
1985) uses apprenticeship learning to learn steps in 
VLSI design by watching experts solve problems; it 
is, however, not a stand-alone system. On some lev
el, other tools already mentioned could be viewed as 
learning tools (e.g. ETS/AQUINAS could be seen as 
learning via induction; admittedly, there is a differ
ence in the way the latter functions compared to say 
AQ 11). A more recent development of a machine
based knowledge acquisition system is BLIP (Mo
rik, 1987). However, for any application of machine 
learning to knowledge acquisition, the knowledge 
engineer has to set up the learning problem for the 
induction algorithm, design a representation for ex
amples and generalisations, define all the terms in 
the language(s), encode a set of training examples in 
the representation and provide background knowl
edge (Michalski, 1983) that guides the induction al
gorithm to choose the right generalisations from the 
potentially infinite set of possibilities. This can re
quire significant knowledge engineering effort, es
pecially if the task is more complicated than simple 
classification. 

Discussion on Tools 

A range of tools for knowledge acquisition have just 
been explored. As may have been recognised, quite 
a number of them are similar in terms of their func
tionality. It may be necessary to start off with a 
word of warning about tools in general. Most tools 
are very seductive, but users of them must realise 
that they carry along with them assumptions which 
are not normally made explicit. Users must be aware 
of what they are using and when to use it in addi
tion to the usual how to use these tools reported in 
papers describing them. For example, ETS/AQUI
NAS really apply to declarative domains and are not 
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of much good to expressing causal, procedural and 
strategic knowledge. Hence some pre-analysis needs 
to have been done to suggest the use of ETS/ AQUI
NAS. OPAL requires the domain to have been ana
lysed to realise that a skeletal-plan refinement prob
lem-solving method would be applicable. Indeed, 
most of these tools implicitly implement knowl
edge-level problem solving methods. 

The key to the success of many of these tools is that 
they use knowledge about the task (as in OPAL) 
and/or a particular problem-solving method (as in 
ROGET, MOLE, SALT, etc.) supported by the ar
chitecture of the expert system (McDermott, 1986). 
This has two primary benefits for knowledgeacqui
sition: first, the interface between the human and 
machine can be strutured to acquire knowledge rele
vant to the task and only elicit knowledge in the 
form useful to the method (e.g. OPAL); second, 
since it is designed to work with a specific problem
solving method, and therefore knows how the meth
od applies domain knowledge, the tool can analyse 
the user's input for completeness and consistency. In 
effect, the knowledge acquisition tool reduces the 
task of building a knowledge base to the task of in
stantiating pre-designed and well understood repre
sentations for a specific domain. Thus, these tools all 
require knowledge-level analysis to be performed in 
advance of their implementation. Furthermore, users 
must know a priori that the particular method of 
problem-solving built into the tool can be applied to 
the task they wish the target KBS to address. 

The moral of all this is that without judicious use, 
these tools may compound the knowledge acquisi
tion problem because the wrong tool, problem-solv
ing method, task choice or elicitation technique 
could be used on the wrong domain with disastrous 
results. Tools are powerful in what they are good at 
and designed for and their success, if rightly used, 
can not be overstated. However, they do not still 
tackle the problems identified in Section 2 even 
though, admittedly, they could contribute to its solu
tion. For example, they do not address the problem 
of harmonising the expert's and the knowledge engi
neer's mental models. Also, there is little guidance 
available to the domain expert or knowledge engi
neer to help with: classifying the application task and 
identifying a problem-solving method; given the ap
plication task characteristics, selecting knowledge 
acquisition tools and strategies to be applied in creat-
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ing and refining the knowledge base. Kitto & Boose 
(1989) have gone some way in addressing the latter 
problem with their on-going work on the AQUINAS 
Dialog Manager. Admittedly also, toolkits like 
SHELLEY and KEATS provide the knowledge en
gineer with tools to make sense of a domain. 

Domain Characterisation: Towards eas
ing the Knowledge Acquisition Problem 

We contend that the problems associated with 
knowledge acquisition will not be answered by de
veloping more knowledge modelling languages/
methodologies or by developing more tools; even 
the current trend of grouping some of these tools into 
tool kits and workbenches in an unprincipled man
ner, is unlikely to do the trick. It will only be over
come by deliberately attempting to tackle the root 
causes identified in Section 2. We are currently in
volved in a project called MEKAS, an acronym for 
MEthodology for Knowledge AnalysiS. The need 
for this kind of research has emerged from a variety 
of industry-sponsored knowledge acquisition pro
jects based at the University of Liverpool (Finch, 
1989; Hughes, 1986; Plant; 1987; Watson et aI., 
1989) and is further supported by the requirements 
of two major industrial collaborators. In our MEKAS 
project we seek to address the following problems: 

1. Developing techniques to enable the expert(s) and 
the knowledge engineer(s) to harmonise their men
tal models as suggested by Recogzei & Plantinga 
(1987). (The recognition that this is even desirable is 
important). 

2. Providing techniques of analysing a problem do
main so as to reveal what elicitation tech
niques/tools to use when so as to address the repre
sentation mismatch problem of Section 2. 

3. Develop techniques to navigate and make sense 
of the sheer mass of information involved in knowl
edge acquisition. For this, we draw some knowledge 
from the literature of what has been achieved thus 
far with methodologies such as KADS and Ontologi
cal Analysis. 
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In addition to these, we consider some fundamental 
problems with the state-of-the-art in knowledge ac
quisition which recent workshops have identified. 
Those from IJCAI-89 include: 

4. Knowledge acquisition tools are often based on 
the intended final form of the knowledge base. This 
backwards approach puts "the cart before the horse". 
It is the nature of the domain that should guide the 
knowledge acquisition process (Paton & Nwana, 
1990); the final form of the knowledge base should 
emerge from a characterisation of the domain. 

5. An unfortunate result of current unstructured ap
proaches to knowledge acquisition is that Knowl
edge Engineers often move too quickly through 
some of the cognitive definition and organisation 
work to enter the later phases of acquisition and im
plementation without an adequate specification of 
the domain. This is partly due to the fact that the de
signs and functions of many available knowledge ac
quisition tools were driven by implementation rather 
than cognitive concerns (Shaw, 1989). This creates 
problems for the neglected area of knowledge base 
maintenance which is a real issue for practical sys
tems. 

One key issue highlighted at the Banff Knowledge 
Acquisition Workshop (KA W -1989) was: 

6. There is as yet no theory of how to acquire hu
man knowledge. The epistemological, cognitive and 
conceptual foundations of knowledge acquisition 
leave much to be desired (Bradshaw & Woodward, 
1989). 

The approach to knowledge analysis we are develop
ing attempts to address these issues which we con
sider to all contribute to the knowledge acquisition 
problem. We contend that part of the solution to 
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these problems is revealed as we make distinctions 
between knowledge analysis (as we see it) and 
knowledge-level analysis. A key achievement of our 
work would be to highlight this distinction while, at 
the same time revealing their complementary na
tures. It is important here to clearly disambiguate 
these two. The approach to knowledge analysis 
which we are evolving addresses the six issues 
raised above. Knowledge-level analysis emphasises 
three aspects: the function of the model, the repre
sentation and organisation of the knowledge, and the 
control strategy. These constitute the problem-solv
ing method or generic task. Analysis in this case re
duces to mapping a task model to a problem-solving 
method. This is normally called the design problem 
(Schreiber et aI., 1988). The important issue of note 
here is that knowledge-level analysis really con
cerns design of the KBS which necessitates that 
some domain analysis/characterisation should have 
earlier been done to reveal the tasks of the domain. 
Woodward (1990) acknowledges this fact when he 
notes that "they (i.e. problem-solving methods/ge
neric tasks) are extremely rigorous and useful 
frameworks but are not required at the domain or
ganisation level of analysis". Building a KBS is not 
yet engineering the design more fully. 

Hence, knowledge analysis in our view, really con
cerns the characterisation of a domain (Paton & 
Nwana, 1990). As shown in Figure 2, it is really the 
phase 1 activi ty in the development of KBSs. Our 
contention is that the root causes of knowledge ac
quisition problems reside in the inadequate attention 
(some may go as far as say, neglect) given to this 
phase by researchers as testified by the literature. 
Many authors suggest a feasibility analysis where is
sues of domain boundary, experts availability, sta
bility of procedures in domain, recognising the com
mitment in time and funding and consultation of us
ers of the system (e.g. Pars aye & Chigwell (1988); 
Martin & Oxmann, 1988) should be investigated. 

Phase 1 ... Phase 2 • Phase 3 .. 
Domain Characterisation +-- Design and KBS Deve- .... KBS Installation and 

and Acquisition lopment maintenance 

Figure 2. Phases of KBS Development 
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However, these are only general guidelines and do 
not address domain characterisation; specific tech
niques which address critical issues like knowledge 
content, organisation and structure are needed to 
make critical decisions before concentrating on the 
expensive effort of the second phase of knowledge 
engineering. 

Domain characterisation is usually done via inter
views between experts and the knowledge engineer 
and involves organising the knowledge (raw data) 
gained from human experts, the relevant literature, 
manuals, journals and other sources (e.g. examples, 
case histories) into a coherent, unambiguous struc
ture for the domain. It is the stage which Woodward 
(1990) refers to as domain definition and we concur 
with him when he states that it is a crucial stage in 
knowledge engineering which "structures the domain 
to isolate and organise key areas of content, then 
presents the knowledge in a manner that feeds more 
specific knowledge acquisition tools". In the ap
proach to characterisation which we are developing, 
we are seeking to provide a comprehensive descrip
tion of the static and dynamic nature of a domain. 
Furthermore, it also makes better software engineer
ing sense to produce a detailed characterisation at an 
early stage so that problems that may arise later on, 
concerned with maintenance or extensibility, are 
minimised (see e.g., Bench-Capon, 1990). 

Current Tools/Methodologies and the 
Necessity for Domain Characterisation 

We further concur with Woodward (1990) when he 
notes that all knowledge acquisition procedures as
sume domain characterisation in a manner which is 
conductive to starting KBS activity. It also assumes 
that decisions on boundaries of the domain have 
been identified; indeed, it is normally assumed in 
these papers that the domain organisation has been 
completed (Waterman, 1986). 

Furthermore, powerful state-of-the-art tools like 
AQUINAS (Boose & Bradshaw, 1987) and KSSO 
(Gaines, 1987) require primitive elements and con
structs. They also assume a certain level of specific
ity and granularity which presumes a priori domain 
characterisation or content analysis. Using any par
ticular eJicitation technique/tool, as has been earlier 
noted, would nonnally require some a priori do-
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main analysis or characterisation. It has also been es
tablished in Section 4.6 that other tools, e.g. SALT, 
MOLE, ROGET, etc., also require the users to know 
a priori that the particular problem-solving method 
built into the tool can be applied to the task they 
wish the target KBS to address. For example, SALT 
requires the expert to slot in a variety of types of in
formation in the form of events, objects, names, for
mulae to suit its propose-and-revise problem-solving 
method. Also, NEXTRA requires specifications of 
entities, attributes and constructs within a domain. 
Clearly, these tools require some prior content or
ganisation/analysis of the domain before using them. 
Section 3.1 also noted that current methodologies 
remain fuzzy when it comes to conceptual model
ling. For example in KADS, there are no clear guide
lines as to the choice of some interpretation model. 
Indeed, KADS's main strengths are in its provision 
of possibly the most comprehensive set of interpreta
tion models. These models really constitute design 
primitives; hence, they address more of phase 2 
proces of figure 2 (i.e. design of the artefact) than of 
phase 1 since some a priori analysis needs to be 
done to make use of them. This same argument also 
applies to other generic task based approaches (e.g. 
of Chandrasekaran (1985) or Clancey (1986)). The 
importance of domain characterisation can not 
therefore be overstated. 

Re-examining the Metaphors used 
in Knowledge Acquisition 

In this paper we have deliberately avoided using the 
idea of a knowledge acquisition bottleneck. Some re
searchers have started questioning the use of this 
metaphor, suggesting it is wrong and misleading 
(Clancey, 1989). It suggests the problem is that of 
squeezing a large amount of already-formed con
cepts and relations through a narrow communication 
channel. Metaphors play a key role in the language 
and ontologies we use (Paton et aI, 1990b). So far, 
the bottleneck metaphor has encouraged the domi
nation of the 'transfer' (expertise transfer) and 'per
formance' (the more knowledge, the better the KBS) 
views to knowledge acquisition. It is evident that the 
metaphor chosen shapes the research approach of 
many researchers. Hence, the shortcomings which 
have resulted in the persistence of the knowledge ac-
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quisition problem must necessitate a re-examination 
of some of the central metaphors. 

The suggestion of the transfer view that knowledge 
is in already formed concepts or relations in an ex
pert's head waiting to be transferred, surely does not 
stand up to close scrutiny (Clancey, 1989). Like
wise, is the performance view. The 'mining' view is 
not as popular as the afore-mentioned two. It sug
gests 'mining' into an expert's head to 'dig' out the 
relevant knowledge; this is more of a problem for 
psychology. Clancey (1989) also notes that even the 
knowledge-level modelling view is problematic. 
Hence, the conclusion is that the bottleneck meta
phor, which is still the most popular, should be re
placed as it is misleading and the research agenda 
should be amended accordingly. 

Conclusions 

In this paper, we have examined certain problems as
sociated with knowledge acquisition. We reviewed 
how successfully the numerous methodologies and 
tools designed have addressed these problems. We 
then argued the case for a preliminary knowledge 
analysis or domain characterisation phase of KBS 
development. This facilitates subsequent design, de
velopment and maintenance phases. It should be 
noted that the details of our domain characterisation 
approach are not expounded upon in this paper; they 
are reported elsewhere (e.g. see Paton & Nwana 
(1990). The paper concludes with a suggestion of a 
re-examination of some of the central metaphore ac
quisition. 
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