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Abstract. Argumentation is key to understanding and evaluating many texts. The
arguments in the texts must be identified; using current tools, this requires substan-
tial work from human analysts. With a rule-based tool for semi-automatic text anal-
ysis support, we facilitate argument identification. The tool highlights potential ar-
gumentative sections of a text according to terms indicative of arguments (e.g. ‘sup-
pose’ or ‘therefore’) and domain terminology (e.g. camera names and properties).
The information can be used by an analyst to instantiate argumentation schemes
and build arguments for and against a proposal. The resulting argumentation frame-
work can then be passed to argument evaluation tools.
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Introduction

On the Internet, people produce large corpora of unstructured textual information. The
complexity and volume of information require that we provide tools to extract, analyse,
and structure it into a form suitable for further processing. The intended use of the infor-
mation guides, in part, what is extracted and how it is structured. For example, compa-
nies, political parties, and governments may want to understand information in a corpus
in order to identify dispositions on products, candidates, and policy proposals. To under-
stand the information better, text analytic tools can be applied to the corpora to extract
sentiments (positive or negative statements), identify terminological trends (e.g. product
mentions), and metadata (locations, time, networks of users, etc) [10].

Though the results of such analysis may identify some of the structure within the
textual source, they do not help to understand discourse relations between statements in
the corpus that indicate a conclusion, a premise, or a contrast with some other statement.
Identifying and extracting information according to these discourse relations would en-
able the reconstruction of arguments from the text. Broadly, there remains a large gap
between natural language text and a formal representation that is amenable to automated
processing for reasoning or argumentation. This paper presents a novel step towards fill-
ing the gap.
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We explore a corpus of comments in an Internet forum about purchasing a camera.
Within this corpus, there are various dialogical activities to examine, e.g. persuasion,
negotiation, deliberation, and others [16]. Moreover, there is a wide range of explicit and
implicit discourse relations [17]. In both areas, research is ongoing, and it is not yet clear
how to systematically identify either the relevant dialogue type or discourse relations.
To focus on argumentation identification in the corpus, we consider explicit indicators of
argument, where participants present their views on the merits and demerits of the camera
under consideration. Such an analysis brings to the forefront the dialectical, qualitative
aspect of the overall discussion in contrast to the quantitative aspects found in sentiment,
terminology, and metadata analyses.

In quantitative analyses, a minority view may have lesser impact, while in a dialec-
tical, qualitative analysis, the minority view may have very high impact. For example,
where only one out of a hundred reviews expresses dislike for the product, then this
might be dismissed, while it may be that this one review raises a critical point that sig-
nificantly attacks the other reviews and becomes highly relevant to making a decision. In
other words, the influence of an argument is not measured by the number of statements
in a certain classification, but in relation to its attacks on other arguments and its de-
fence against attack. Identifying the main points of a review and their justifications along
with the relationships (e.g. attack) between reviews would give analysts insight into the
significance of individual comments and the network of comments taken together.

The paper presents an innovative development of argumentation theory, integrating
research about discourse indicators, domain ontologies, argumentation schemes, and ar-
gumentation frameworks. We introduce a new argumentation scheme relevant to our tar-
get domain, an analysis of the domain, and selected argumentation components. We de-
velop a novel application that instantiates these elements in a rule-based, semi-automated
text analytic support tool that deterministically outputs passages based on explicit lists
and rules. From the output, the analyst can examine, select, and manually structure the
passages into an argumentation scheme [15]. Such instantiated schemes can then be ab-
stracted, represented in an argumentation framework [3], and automatically evaluated
[4]. We believe that the tool facilitates argument analysis by identifying relevant pas-
sages. We also clarify the aspects that remain to be developed further.

In Section 1, we present the use case and materials for our tool. Section 2 lays out
the three levels of textual analysis - domain terminology, discourse indicators, and argu-
mentation scheme. In Section 3, we review the General Architecture for Text Engineer-
ing (GATE) framework and the particular tool components built in the framework. This
is followed by sample output in Section 4 and some discussion of system evaluation.
Sample instantiated argumentation schemes derived from the tool output are provided in
Section 5; we discuss how such arguments would be used in argument evaluation. We
discuss the tool, related work, and future directions in Section 6.

1. Use Case and Materials

As a use case, we take reviews about buying the (arbitrarily chosen) Canon PowerShot
SX220 HS Digital Camera from the Amazon e-commerce website.2, where a very typi-
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cal question is: Which camera should I buy?. This choice has several advantages. First,
decision support is needed to help people make concrete, personalised decisions. Sec-
ond, manufacturers and retailers have a commerical interest in understanding consumer
thinking and behaviour. Third, reviews are a popular genre of web commentary, with
inherent disagreement, a clear overall topic/subject matter, and large amounts of readily
available online data. Fourth, our results can be generalised to other similar forums.

There are 84 reviews in our corpus. Of these, we analysed all 46 five-star (highly
favourable) reviews and all 5 three-star (moderately critical) reviews. In addition,
threaded reviews (comments on reviews, and so on) are enabled. Our tool helps draw out
the argumentative relationships among the reviews.

In product reviews, contributors comment about what to buy, justify their comments,
and disagree with other comments about the merits, importance, or use of particular fea-
tures. In these situations, understanding the justifications and disagreements about facts,
consequences, values, and point of view is key to making sense of the overall discussion.
For subjective aspects, the impact of the statement may depend on the extent to which
consumers share values and viewpoints. Such qualitative aspects of the comments are
not captured by quantitative measures of the discussion; the most popular comment may
not advance the analysis or may only sway individuals susceptible to popular opinion.

2. Components of Analysis

We have identified five “tiers” of analysis: a consumer argumentation scheme, a set of
discourse indicators, sentiment terminology, a user model, and a domain model. Broadly
speaking, each user (given his model of himself and other users) justifies whether or not
to purchase a camera, where the justification is expressed in terms of the elements of the
tiers of analysis. We outline the tiers and some of their relationships; however, we also
present an analytical approach, leaving the models to be fully specified.

Consumer Argumentation Scheme (CAS) Reviews are a social space with purposeful
discussions that include argumentative content, where the purpose is to decide what cam-
era to buy. Derived from the Value-based Practical Reasoning argumentation scheme [1],
we propose an argumentation scheme for camera-buying that can be used to represent
the arguments concerning a course of action relative to preferences and values. Even
where people agree on the facts of a situation, they may make different rational choices
of products based on their preferences and values.

For our purposes, we can take certain aspects as fixed, namely the attributes of the
user (user model) and the camera (domain model), so they are beyond the scope of the
argument. In the context of product purchase recommendations, the main point is that the
owner should benefit from a camera that has particular properties, where the properties
promote a value. For example, a camera with a fast shutter speed can be construed to
promote the value of ease, because buying and hence owning such a camera would allow
a person to take pictures rapidly; if one wants to satisfy that value, then one should buy a
camera with the relevant property. We focus on such arguments, presented as a schema:

Consumer Argumentation Scheme (CAS):

Premise: Camera X has property P.
Premise: Property P promotes value V for agent A.
Conclusion: Agent A should Action1 camera X.



We note that arguments about properties are objective while arguments about values are
inherently subjective. What counts as promoting a value depends on the particular agent;
further, any particular value may or may not be important to that agent. For our purposes,
the premise about values encapsulates this information.

Additional propositions (given their justification) may imply or contradict the
premises of the CAS. There may be rich cascades of arguments, but we leave specifica-
tion of additional schemes to future development. There are various ways to critique the
argument, considering: whether an item has some specific properties (relatively uncom-
mon as this is objective); whether a property promotes some value; whether one value is
more important than another, and others.

Discourse Indicators Discourse indicators are overt linguistic expressions of discourse
relations within or between statements [17], binding statements into larger scale textual
units such as an argument. The analysis of discourse indicators and relations is com-
plex: there is a range of indicators, a spectrum of associated discourse relations, mul-
tiple senses for indicators (e.g. but has several meanings), and implicit discourse rela-
tions. However, in this study, we keep to a closed class of explicit indicators. The explicit
indicators are used to signal potentially relevant passages; it remains for the analyst to
resolve ambiguities in context. Out of the range of indicators, we use the following.

Indicators of premise: after, as, because, for, since, when, assuming, ....

Indicators of conclusion: therefore, in conclusion, consequently, ....

Indicators of contrast: but, except, not, never, no, ....

Sentiment Terminology In addition, we make use of sentiment terminology that signals
lexical semantic contrast: The flash worked poorly is the semantic negation of The flash
worked flawlessly, where poorly is a negative sentiment and flawlessly is a positive sen-
timent. An extensive list of terms is classified according to a sentiment scale from highly
negative to highly positive [8].

User Models The properties of users contribute to the substance of the user’s review
and the user’s reaction to other reviews. The properties can be given in several subclasses
such as:

User’s parameters: Age, gender, education, previous camera experience, ....

User’s context of use: party, indoors, sport, travel, desired output format, ....

User’s constraints: cost, portability, size, richness or flexibility of features, ....

User’s quality expectations: colour quality, information density, reliability, ....

The properties can be used to describe subclasses of users. For instance, a professional
photographer is likely to have a selection of cameras tuned to particular purposes, while a
casual snapper may use a single camera for all purposes. Value judgements about proper-
ties typically relate to a class, e.g. action photographers value quick shutter time, which is
not as relevant to portrait photographers. We leave for future development an ontological
analysis.



Camera Domain We have terminology from the camera domain that specifies the ob-
jects and properties that are relevant to the users. Analysing the corpus, consumer re-
port magazines (e.g. Which?), and a camera ontology3, we identified some of the promi-
nent terminology such as properties with binary values (such as has a flash), properties
with ranges (such as the number of megapixels, scope of the zoom, or lens size), and
multi-slotted properties (e.g. the warranty).

3. Components of the Tool

To recognise the textual elements of Section 2, we use the GATE framework [2], which
we briefly describe along with our approach to analysis, the representation of textual
elements using GATE, components discussed in Section 2, and outline the processing
pipeline. In Section 4, we provide the results of sample queries.

GATE is a framework for language engineering applications, which supports effi-
cient and robust text processing [2]; it is an open source desktop application written in
Java that provides a user interface for professional linguists and text engineers to bring
together a wide variety of natural language processing tools and apply them to a set of
documents. The tools are formed into a pipeline of natural language processors. Our
approach to GATE tool development follows [18], which is: bottom-up, rule-based, un-
weighted, modular, iterative, incremental, among others. Once a GATE pipeline has been
applied to a corpus, we can view the annotations of a text either in situ or extracted using
GATE’s ANNIC (ANNotations In Context) corpus indexing and querying tool.

For our purposes, we emphasise the role of gazetteers and JAPE rules, which form
the bottom level of the analysis: a gazetteer is a list of words that are associated with a
central concept; JAPE rules are transductions that take annotations and regular expres-
sions as input and produce annotations as output. We have gazetteers for the terminology
for discourse indicators, sentiment terminology, user models, and camera domain.

The gazetteer associates textual passages in the corpus that match terms on the lists
with an annotation, e.g. a token term aperture is annotated with cameraproperty. The
gazetteer thus annotates related terms (e.g. aperture and shutter speed) with the same an-
notation. The annotations introduced by gazetteers are used by JAPE rules, creating an-
notations that are visible as highlighted text and are easily searchable in ANNIC. Query-
ing for an annotation, we retrieve all the terms with the annotation. The annotations can
also be used to create higher level annotations, e.g. all base level annotations for negative
terminology can also receive a global annotation as Negative.

4. Output and Queries

Once the corpus is annotated, we can view the annotations in situ. In Figure 1, we have
a paragraph from a five star review, where the annotations indicate CameraProperty and
PremiseIndicator (differentiated by colour in the orginal). We see justification for the
statement I adore this camera. The justification has two parts that are conjoined by and:
I get a higher precentage of good shots out of it than from any other camera I have; the
video is ridiculously good.

3http://www.co-ode.org/ontologies/photography/
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Figure 1. Graphical display of text with annotations

Figure 2. {PremiseIndicator}({Token})*10{Positive}({Token})*10{CameraProperty}

Alternatively, we can use the ANNIC tool to index and query a database of anno-
tated text. Searching in the corpus for single annotations returns all those strings that
are annotated with the search annotation along with their context and source document.
Complex queries can also be formed. A query and a sample result appear in Figure 2,
where the query finds all sequences of annotated text where the first string is annotated
with PremiseIndicator, followed by zero to ten other Tokens, followed by a string with
a Positive sentiment, another zero to ten Tokens, and finally ending with a CameraProp-
erty. The search returned 42 candidate structures. The extract identifies a justification
for an aspect of the camera design, which could be used to counter a negative comment
about the battery size. With the query language, we can search for any of the annotations
in the corpus in any order and refine them. In this way, the analyst can explore the anno-
tated corpus for relevant passages. In the next section, we discuss how these outputs can
be used to reconstruct arguments.

5. Analysis of Arguments and their Evaluation

The objective of the tool is to find specific patterns of terminology in the text that can
be used to instantiate the CAS argumentation scheme both for and against purchase of
the Canon PowerShot SX220 HS Digital Camera. We iteratively search the corpus for
properties, instantiate the argumentation scheme, and identify attacks. Once we have in-
stantiated arguments in attack relations, we may evaluate the argumentation framework.
Our focus in this paper is the identification of arguments and attacks from the source
material rather than evaluation. It is important to emphasise that we provide an analyst’s
support tool, so some degree of judgement is required.

From the results of queries on the corpus, we have identified the following premises
bearing on image quality, where we paraphrase the source and infer the values from con-
text. Agents are also left implicit, assuming that a single agent does not make contra-
dictory statements. The premises instantiate the CAS in a positive form, where A1 is an
argument for buying the camera, and in a negative form, where A2 is an argument for not
buying the camera.



A1. P1: The pictures are perfectly exposed.
P2: The pictures are well-focused.
P3: No camera shake.
P4: Good video quality.
V1: These properties promote image quality.
C1: Therefore, you (the reader) should by the Canon SX220.

A2. P5: The colour is poor when using the flash.
P6: The images are not crisp when using the flash.
P7: The flash causes a shadow.
V2: These properties demote image quality.
C2: Therefore, you (the reader) should not buy the Canon SX220.

For A1 to be an “good” argument for buying the camera, the argument A2 must be de-
feated. We defeat A2 as we find propositions (e.g. neg-P5) that are not attacked and that
are negations of premises (e.g. P5) of A2:

neg-P5: For good colour, use the colour setting, not the flash.
neg-P6: No need to use flash even in low light.
neg-P7: There is a corrective video about the flash shadow.

Some of the incompatibilities between statements must be inferred for they do not
have an obvious form of logical contradictions. Rather, they appear as implications from
alternative ways of addressing the problem. For instance, P5: The colour is poor when
using the flash is countered with neg-P5, which is a suggestion not to use the flash and to
use a colour setting. This highlights the need to develop richer tools to identify negation.
Given the arguments and propositions, the rebuttal of A1 is defeated, and the reader may
take A1 as an undefeated argument to buy the Canon SX220.

6. Related Work and Future Directions

We have provided an implementation of a rule-based text analytic tool to support ana-
lysts in identifying relevant textual passages that can be reconstructed into argumenta-
tion schemes and attacks. As such, it is a semi-automated system. We do not, then, eval-
uate it according to recall and precision [7], which are appropriate for a domain with
a well-developed gold standard corpus. Indeed, the tool could be helpful in developing
such a gold standard corpus. The tool is a significant advance over current, graphically-
based argument extraction tools that rely on the analysts’ unstructured, implicit, non-
operationalised knowledge of discourse indicators and content [14,11,6]. While argu-
ments have been analysed from web-based texts, no tool is provided [5,13]. Two logic
programming approaches have been proposed. In [9], statements are classified according
to rhetorical roles using full sentence parsing and semantic translation. In [12], highly
structured argumentative texts are processed using a stand-alone tool that is not inte-
grated with other NLP tools. These logic programs do not use argumentation schemes,
user or domain models, or support annotation search.

The tool can be further developed by adding argumentation schemes, disambiguat-
ing discourse indicators [17], and developing the user models. Other aspects of the anal-
ysis, value and domain terminology, require further structure. Asides from extending the
corpus, more elaborate query patterns could be executed to derive more specific results.
The open plan of the analysis and the flexibility of the tool provide a platform for future,
detailed solutions to problems such as negation and ambiguity.
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