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Abstract

We present several algorithms for reasoning with description logics closely related to
SHIQ. Firstly, we present an algorithm for deciding satisfiability of SHZQ knowl-
edge bases. Then, to enable representing concrete data such as strings or integers, we
devise a general approach for reasoning with concrete domains in the framework of
resolution, and apply it to obtain a procedure for deciding SHZQ(D). For unary cod-
ing of numbers, this procedure is worst-case optimal, i.e. it runs in exponential time.
Motivated by the prospects of reusing optimization techniques from deductive data-
bases, such as magic sets, we devise an algorithm for reducing SHZQ(D) knowledge
bases to disjunctive datalog programs. Furthermore, we show that so-called DL-safe
rules can be combined with disjunctive programs obtained by our transformation to
increase the expressivity of the logic, without affecting decidability. We show that
our algorithms can easily be extended to handle answering conjunctive queries over
SHZQ(D) knowledge bases. Finally, we extend our algorithms to support metamodel-
ing. Since SHZQ(D) is closely related to OWL-DL, our algorithms provide alternative
mechanisms for reasoning in the Semantic Web.
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Chapter 1

Introduction

Description Logics (DLs) are a family of knowledge representation formalisms which
allow representing and reasoning with domain knowledge in a formally well-understood
way. The first description logic KL-ONE [23] was introduced to address the deficiencies
of semantic networks [96] and frame-based knowledge representation systems [79]. In
particular, it was based on a formal model-theoretic semantics, to compensate for the
vague and imprecise semantics of earlier systems.

A description logic terminology consist of concepts, i.e. unary predicates repre-
senting sets of individuals, and roles, i.e. binary predicates representing links between
individuals. Concepts can be atomic, meaning that they are denoted by name, or
complex, consisting of concept constructors representing necessary and/or sufficient
membership conditions. Apart from a terminology, a description logic knowledge base
usually has an assertional component, which specifies the membership of individuals
or pairs of individuals in concepts and roles, respectively. Historically, the fundamental
reasoning problem in description logic is to determine whether one concept subsumes
another, i.e. whether the extension of the former necessarily includes the extension of
the latter concept. Apart from subsumption, reasoning problems, such as checking
satisfiability of a knowledge base or retrieving individuals belonging to a concept, are
also of interest in applications.

After its introduction, it soon turned out that the subsumption problem in KL-ONE
is undecidable [106]. From this point on, a large body of description logic research
focused on investigating the fundamental tradeoffs between expressivity and compu-
tational complexity. This line of research culminated in a detailed taxonomy of com-
plexity /undecidability results for various description logic variants [5, Chapter 5].

In parallel, an important goal of description logic research was to develop practical
reasoning algorithms and to realize them in practical knowledge representation and
reasoning systems. Initially, reasoning algorithms were based on structural subsump-
tion. Roughly speaking, such algorithms transform a concept description to a certain
normal form. Subsumption between two concepts is checked by comparing the struc-
ture of corresponding normal forms. After initial experiments with systems such as
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CLASSIC [20] and LOOM [77], it became evident that sound and complete structural
subsumption algorithms are possible only for inexpressive logics.

As a reaction to these deficiencies, tableau algorithms were proposed as an al-
ternative for description logic reasoning in [107]. A tableau algorithm demonstrates
satisfiability of a knowledge base by trying to build a model of a knowledge base!.
If such a model can be built, the knowledge base is evidently satisfiable, and if it
cannot, the knowledge base is unsatisfiable. Classical reasoning problems can be re-
duced to satisfiability checking, and, since tableau algorithms for very expressive logics
are available, they are nowadays considered the state-of-the-art. Most contemporary
implemented DL systems are based on a tableau calculus.

SHZQ [61] is a very expressive description logic which, apart from the usual
boolean operations on concepts and existential and universal quantification on roles,
supports advanced features, such as inverse and transitive roles, role hierarchies and
number restrictions. It can be extended with a concrete domain [6] to facilitate rep-
resenting and reasoning with concrete datatypes, such as strings or integers; this ex-
tension is denoted as SHZQ(D). A tableau algorithm for SHZQ was presented in
[61, 62], and it can be easily extended with datatype reasoning in the same way as
this was done for the related logic SHOQ(D) in [59]. SHZQ(D) is important, since
it provides the basis of OWL-DL [91] — a W3C recommendation language for ontol-
ogy representation in the Semantic Web. Namely, OWL-DL is a notational variant of
the SHOZN (D) description logic, which differs from SHZQ(D) mainly by supporting
nominals — concepts consisting exactly of the specified set of individuals.

In [114] it was shown that reasoning in SHZQ is EXPTIME-complete. Moreover,
tableau algorithms for SHZ O run in worst-case doubly non-deterministic exponential
time. Because of high worst-case complexity, effective optimization techniques are
essential to make reasoning usable in practice. Numerous optimization techniques
were presented in [56], along with the evidence for their benefits in reasoning with large
knowledge bases. Based on these techniques, the FaCT [57] reasoner was implemented
and successfully applied to interesting practical problems. Another state-of-the-art
reasoner for SHZQ(D) is Racer [50], distinguished from FaCT mainly by supporting
assertional knowledge.

Description logics were successfully applied in numerous fields, such as informa-
tion integration [5, Chapter 16] [73, 18, 45], software engineering [5, Chapter 11] and
conceptual modeling [5, Chapter 10] [27]. The performance of reasoning algorithms
was found to be quite adequate for applications mainly requiring terminological rea-
soning. However, new applications, such as metadata management in the Semantic
Web, require efficient query answering over large ABoxes. So far, attempts have been
made to answer queries by reduction to ABox consistency checking, which can then be
performed using tableau algorithms. From a theoretical point of view, this approach
is quite elegant, but from a practical point of view, it has a significant drawback: as
the number of ABox individuals increases, the performance becomes quite poor.

! Actually, for some logics tableaux algorithms build finite abstractions of possibly infinite models.



We believe that there are three main reasons why tableau algorithms scale poorly
to ABox reasoning. Firstly, tableau algorithms treat all individuals separately: to
answer a query, a tableau check is needed for each individual to see whether it is an
answer to the query or not. Secondly, usually only a small subset of ABox information
is relevant to the query. Thirdly, a tableau-based ABox algorithm tries to construct a
“forest model”, i.e. a model where each individual in the ABox is the root of a tree of
(in the worst case) exponential depth. Clearly, an ABox algorithm that is to handle
large numbers of ABox individuals has to restrict these trees to a minimum size. These
deficiencies have already been acknowledged by the research community, and certain
optimization techniques for instance retrieval have already been developed [51, 52].
However, the performance of query answering is still not satisfactory in practice.

In parallel to description logic research, many techniques for efficient reasoning in
deductive databases already exist. For example, the first deficiency outlined above
is addressed by managing individuals in sets [2]. This opens the door to various
optimization techniques, such as the join order optimization. Consider the query
worksAt(P, I), hasName(I, ‘FZI’). Since the second argument is a constant, it is rea-
sonable to assume that evaluating the subgoal hasName(I, ‘FZI’) first, and then joining
the result with tuples in the worksAt relation, will reduce the number of irrelevant tu-
ples considered. Join order optimizations are usually based on database statistics, and
have proven to be very effective in practice.

The second deficiency outline above can be addressed by effectively identifying
the subset of the ABox which is relevant to the query and then to run the reasoning
algorithm only on this subset. Magic sets transformation [17] is a primary technique
addressing this problem, and has been used mainly in the context of Horn deductive
databases to optimize evaluation of recursive queries. Roughly speaking, the query is
modified so that during its evaluation, a set of relevant facts is derived. Evaluating
the original query is then limited to this set of facts. The magic sets transformation
for disjunctive programs has been presented recently in [48], along with empirical
evidence of its usefulness. The significant performance improvements reported there
are attributed mainly to the fact that selecting information relevant to the query
reduces the number of models of the disjunctive program.

Since techniques for reasoning in deductive databases are now mature, we think it
makes sense to investigate whether they can be used to improve ABox reasoning in
description logics. Our initial experimental results were reported in [80] and are very
promising, exhibiting improvements in performance of one, or sometimes two orders of
magnitude. However, the approach presented there was limited to a very simple logic.
In particular, the presence of existential quantifiers in terminological cycles was not
allowed, due to problems with termination. Other expressive features, such as number
restrictions or transitivity, were not considered either.

In this paper, we develop several novel algorithms for reasoning in description
logics around SHZQ. Our ultimate goal is to enable reducing SHZQ(D) knowledge
bases to disjunctive datalog programs, while preserving the set of entailed ground facts.
Hence, we reduce ABox reasoning in description logic to query answering in disjunctive
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datalog, and thus enable exploiting previously mentioned optimization techniques for
DL query answering. However, many algorithms on the path to the reduction are
interesting in their own right. We give an outline of this paper and its contribution:

e In Chapter 3 we present a decision procedure for checking satisfiability of SHZQ
knowledge bases based on basic superposition [15, 83]. Basic superposition is a
clausal refutation calculus optimized for theorem proving with equality. Parame-
terized by a suitable term ordering and a selection function, basic superposition
yields a decision procedure only for a slightly weaker logic SHZQ™, in which
number restrictions are allowed only on roles not having subroles; for full SHZ Q,
saturation by basic superposition does not terminate. To remedy that, we intro-
duce so-called decomposition rule, which transforms certain clauses into simpler
ones, thus ensuring termination. We show that decomposition is a very general
rule, and can be used with any calculus compatible with the standard notion of
redundancy [14]. This decision procedure runs in worst-case exponential time,
provided that numbers are coded in unary, so it is worst-case optimal. Please
note that the assumption on unary coding of numbers is standard in description
logic algorithms, and, to the best of our knowledge, is employed in all existing
practical reasoning systems.

e Until now, reasoning with concrete domains has been predominantly studied in
the context of tableau algorithms. Since our algorithms operate in the frame-
work of resolution, existing approaches are not directly applicable to our setting.
Therefore, in Chapter 4 we present a general approach for reasoning with a con-
crete domain in the framework of resolution. Our approach is applicable to any
calculus whose completeness proof is based on the model generation method [14],
so it can easily be combined with basic superposition. We apply this approach to
the decision procedure from Chapter 3 and thus obtain a decision algorithm for
SHZQ(D). We show that, assuming a bound on the arity of concrete predicates,
adding concrete domains does not increase the complexity of reasoning.

e In Chapter 5 we present an algorithm for reducing SHZQ(D) knowledge bases
to disjunctive datalog programs. This algorithm produces a disjunctive data-
log program capable of simulating inference steps of the algorithms presented in
Chapter 3 and Chapter 4. Roughly speaking, algorithms from Chapter 3 and
Chapter 4 are first used to compute all non-ground consequences of a knowl-
edge base. Thus obtained set of clauses is then transformed in a way to enable
simulating remaining ground inferences in disjunctive datalog.

e Based on the algorithm from Chapter 5, in Chapter 6 we analyze the data com-
plexity of reasoning in SHZQ(D). Data complexity is measured only in the size
of the ABox, while assuming that TBox and RBox are fixed in size. In applica-
tions where the size of the ABox (i.e. the number of facts) is much bigger than
the size of the TBox and RBox (i.e. the size of the schema), data complexity



provides a better estimate of the practical applicability of an algorithm. Sur-
prisingly, the data complexity of satisfiability checking in SHZQ(D) turns out
to be NP-complete, which is much better than the combined complexity, which
is ExpTiME-complete. Moreover, we identify the Horn-SHZQ(D) fragment of
SHZQ(D) which does not provide for disjunctive reasoning, but exhibits poly-
nomial data complexity.

e In Chapter 7 we consider a hybrid system consisting of SHZQ(D) extended
with DL-safe rules. The integration of rules and description logics is achieved by
allowing concepts and roles to occur as unary and binary predicates, respectively,
in the atoms of the rule head or body. To achieve decidability, the DL-safety
restriction is imposed, requiring each variable in the rule to occur in an atom in
the rule body whose predicate is neither a concept nor a role. Intuitively, the DL-
safety requirement makes query answering decidable, since it ensures that rules
are applicable only to individuals explicitly occurring in the knowledge base.
For query answering, DL-safe rules may simply be appended to the disjunctive
datalog program obtained by the reduction from Chapter 5.

e In Chapter 8 we extend our algorithms to handle answering and checking sub-
sumption of conjunctive queries over SHZQ(D) knowledge bases. Conjunctive
queries provide a formal foundation for the vast majority of database queries
commonly used in practice [29], so they lend themselves naturally as an expres-
sive query language for description logics.

e In Chapter 9 we consider extending the logic to allow for treating concepts as
individuals and vice versa, and thus to provide for metamodeling. We show that,
if metamodeling is given semantics as specified in the Semantic Web standard
OWL-Full [91], the logic becomes undecidable. Therefore, we propose an alter-
native semantics for metamodeling based on HiLog [30] — a logic which aims to
simulate second-order reasoning in a first-order framework. We show that un-
der such semantics, our algorithms can be easily extended to provide a decision
procedure.

Certain parts of this work were published previously. In particular, the resolution
decision procedure and the reduction to disjunctive datalog for SHZ Q™ were published
in [66], algorithms for reasoning with a concrete domain were published in [65], and
reasoning with DL-safe rules was published in [81].



Chapter 2

Preliminaries

2.1 Multi-sorted First-order Logic

We assume standard definitions of first-order logic ([42] is a good text book), which
we extend with multi-sorted signatures as usual. Let ¥ = (P, F,V,S) be a first-
order signature, where P is a finite set of predicate symbols, F a finite set of function
symbols, V a countable set of variables and S a finite set of sorts. Each n-ary function
symbol f € F is associated with a sort signature r; X ... X r, — r, and each n-ary
predicate symbol P € P is associated with a sort signature rq X ... xry,, where r; € S.
The sort of each variable is determined by the function sort : V — S.

We now define the set of terms 7(X), and extend the function sort to terms, as
follows: the set 7 (X) is the smallest set such that (i) V C 7(X), and (i) if f € F
has the signature r; X ... X r, — r, and t; € 7(X) with sort(¢;) = r; for i < n, then
t = f(t1,...,tn) € T(X) with sort(t) = r. The set of atoms A(X) is the smallest set
such that, if P € R has the signature 71 X ... X ry,, and t; € 7 (%) with sort(¢;) = r; for
i < n, then P(t1,...,t,) € A(X). Terms (atoms) not containing variables are called
ground terms (atoms).

A position p is a finite sequence of integers. The empty position is denoted with
€. If a position p; is a proper prefix of a position ps, then and py is above ps, and
p2 is below pi. A subterm of t at position p, denoted with ¢|,, is defined inductively
as tle = t and, if t = f(t1,...,t,), then t|;, = t;|p. A replacement of a subterm of
t at position p with s, denoted with ¢[s],, is defined inductively as t[s]c = s and, if
t= f(tl, oo ,tn), then t[s]ip = f(tl, cee ,ti[s}p, oo 7tn)~

The set of formulae £(X) defined over the signature ¥ is the smallest set such that
T and L are in £(X), A(X) C L(X) and, if ¢, p1,902 € L(X) and = € V, then —p,
01 A2, p1 Vg, Jx: p and Vo : p are in L(X). As usual, ¢1 — ¢ is an abbreviation
for =1 V s, 1 < o is equivalent to w9 — @1, and @1 < o is an abbreviation for
(o1 — @2) A (p1 < p2). A variable z in a formula ¢ is free it it does not occur under
the scope of a quantifier. If ¢ does not have free variables, it is closed.

The notion of a subformula of ¢ at position p, denoted with ¢|,, is defined induc-

tively as @l = ¢; (#1 0 @2)lip = @i for o € {A,V, = =, <} and i € {1,2}; ¢lip = ¢

10



2.1 Multi-sorted First-order Logic 11

for p = =), p =V :1p or ¢ = 3z : . A replacement of a subformula of ¢ at position
p with 9 is denoted as ¢[¢], and is defined in the obvious way.

The polarity of the subformula |, at position p in a formula ¢, written pol(y, p), is
defined as follows: pol(p, €) = 1; pol(=¢p, 1p) = —pol(p, p); pol(¢1 o w2,ip) = pol(yi, p)
for o € {A,V} and ¢ € {1,2}; pol(3z : ¢, 1p) = pol(p,p); pol(Vz : ¢, 1p) = pol(p, p);
pol(p1 — 2, 1p) = —pol(p1,p); pol(p1 — w2,2p) = pol(p2,p); pol(p1 < ¢2,ip) = 0
for i € {1,2}.

A substitution o is a function from V into 7 (X) for which o(z) # =z only for a
finite number of variables z, and, if o(x) = t, then sort(x) = sort(t). We often write

a substitution o as a finite set of mappings {z1 — t1,...,2, — t,}. The result of
applying a substitution o to a term ¢ is denoted with to, and is defined recursively as
follows: zo = o(x) and f(t1,...,tn)0 = f(t10,...,t,0). For a substitution ¢ and a

variable x, the substitution o, is defined as follows:

Jyoifty#x
yam—{ y ify=ux

Now the application of a substitution o to a formula ¢, written ¢, is defined as follows:
A(ty, ... th)o = A(t1o,...,th0); (01 0 p2)o = @10 0 pao for o = {A,V,«—,—, «—};
(mp)o = —=(¢o); Vr:p)o=Vr: (poy); and (Fz: p)o = Fz : (poy).

A composition of substitutions 7 and o, written o7, is defined as xoT = (zo)7r. The
empty substitution is denoted as {}. A substitution o is called a variable renaming if
it contains only mappings of the form x +— y. A substitution o is equivalent to € up to
variable renaming if there is a variable renaming 7 such that 8 = on; in such a case,
0 is also equivalent to o up to variable renaming [8]. A substitution o is more general
than a substitution @ if there is a substitution 1 such that 8 = on.

A substitution o is a unifier of terms s and t if so = to. A unifier o of s and ¢ is
called a most general unifier if, for any unifier # of s and ¢, ¢ is either more general
than 6, or it is equivalent to # up to variable renaming. The notion of unifiers is
extended to atoms in the obvious way. If a most general unifier o of s and ¢ exists, it
is unique up to variable renaming [8], so we write o = MGU(s, t).

The semantics of multi-sorted first-order logic is defined as follows. An interpre-
tation is a pair I = (D,-!), where D is a function assigning to each sort s € S an
interpretation domain Dy such that, if 7;,7; € S and r; # rj, then D,, N D,, = 0, and
1'is a function assigning to each predicate symbol A with a signature ry x ... X r, an
interpretation relation A’ C D,, x ... x D, , and to each function symbol f with a
signature r; X...xr, — 7 an interpretation function f7 : Dy, % ...xD,, — D,. A vari-
able assignment is a function B assigning to each variable z € V a value from Dyqry(y).-
An z-variant of B, written B,, is a variable assignment which assigns the same values
as B to all variables, except possibly to the variable z. The value of a term t € 7 (%)
under I and B, written t/'B, is defined as follows: if t = z, then t/'B = B(z), and if
t = f(t1,..., tn), then t/'B = fI(t{’B, .. ,tquB). The value of a formula ¢ under I and
B, written @B, is defined as follows: [T]/F =t, [L]'B = f, [A(ty,... . t,)]"B =t
if and only if (t{’B L tEBY € Al [—] I B = =l B [ 0 po]lB = @{’B o goé’B for
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o€ {A,V}; [Fz : ¢]I"B =t if and only if /B> =t for some B,; and [Vz : p]lF =t if
and only if p!*Bs = t for all B,. If ¢ is closed, then ¢!*# does not depend on the choice
of B, so we write ¢! instead. For a closed formula ¢, an interpretation I is a model
of o, written I |= ¢, if ¢! = t. A closed formula ¢ is valid, written |= ¢, if I = ¢
for all interpretations I; ¢ is satisfiable if I = ¢ for at least one interpretation I; and
¢ is unsatisfiable if an interpretation I, such that I = ¢, does not exist. A closed
formula o) entails a formula 9, written o1 |= @2, if I = @9 for each interpretation I
for which I = ;. It is well-known that ¢; = 9 if and only if p1 A9 is unsatisfiable.
Formulae @1 and o are equisatisfiable if 1 is satisfiable if and only if 9 is satisfiable.

Let ¢ be a closed first-order formula, and A a set of positions in ¢. Then Def (¢)
is the definitional normal form of ¢ with respect to A and is defined inductively as
follows, where p is maximal in AU {p} with respect to the prefix ordering on positions,
(@ is a new predicate not occurring in ¢, z1,...,z, are the free variables of ¢|,, and o
is — if pol(¢,p) = 1, « if pol(¢, p) = —1 and « if pol(p,p) = 0O:

Defy(p) = ¢
Def augpy (¢) = Defa(@[Q(x1, - - -y zn)]p) AVTL, .oy 2n  Q(T1, ., T0) 0 0

It is well-known [93, 9, 86] that, for any A, ¢ and Def(p) are equisatisfiable, and that
Defa(¢) can be computed in polynomial time.

Let ¢ be a formula and p a position in ¢, such that either pol(p,p) = 1 and
@lp = 3z : ¢, or pol(p,p) = —1 and ¢|, = Vz : ¢, where z,z1,...,z, are exactly the
free variables of ¢). Then p[{z — f(x1,...,2n)}]p, where f is a new function symbol
not occurring in ¢, is a formula obtained by skolemization of ¢ at position p. The
formula sk(¢) is obtained from ¢ by skolemization at all positions where skolemization
is possible. Usually, we assume that sk(y) is computed by outer skolemization, where
a position p is skolemized before any position below p. It is well-known that ¢ and
sk(p) are equisatisfiable [42].

The subset of ground terms of F(X) is called the Herbrand universe HU of X.
A Herbrand interpretation is an interpretation I where (i) D, C F(X) such that
for each t € F(X), we have t € D, if and only if sort(t) = r, and (i) function
symbols are interpreted by themselves, i.e. for each f € F and t; € HU, we have
fl(ty, ... tn) = f(t1,...,ts). The Herbrand base HB of ¥ is the set of all ground atoms
built over the Herbrand universe of . A Herbrand interpretation I can equivalently be
considered a subset of the Herbrand base, i.e. I C HB. A formula ¢ is satisfiable if and
only if sk(¢p) is satisfiable in a Herbrand interpretation [42] (this holds for multi-sorted
logic as well).

A multiset M over a set N is a function M : N — INg, where INg is the set of all
non-negative integers. A multiset is finite if M (z) # 0 for a finite number of x; in
the rest, we consider only finite multisets. For two multisets My and Ms, My C My
if Ml(:l,‘) < Mg(x) for each x € N, and My = M, if My C Ms and Ms C M.
Furthermore, the union of M; and M is defined as (M; U Ms)(z) = My(x) + Ma(x),
and the intersection is defined as (M7 N Msz)(z) = min(M;(x), Ma(z)). A multiset M
is empty, written M = (), if M(x) =0 for all x € N.
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A literal is an atom A or a negated atom —A. A clause is a multiset of literals
and is usually written as C' = L1 V...V L,. A clause C is semantically equivalent
to Vx : C, where x is the vector of free variables of C. Satisfiability of clauses is
usually considered in a Herbrand interpretation I, as follows: for a ground clause CY,
I |= C9 if a literal A; € C9 exists, such that A; € I, or else a literal ~A; € CY exists,
such that A; ¢ I; and for a non-ground clause C, I |= C if and only if I = C9 for
each ground instance CY of C. For a first-order formula ¢, Cls(¢) is the set of clauses
obtained by clausification of ¢, i.e. by transforming sk(y) into conjunctive normal form
by exhaustive application of de Morgan’s laws. It is well-known that ¢ is satisfiable if
and only if Cls(y) is satisfiable in a Herbrand model. A clause C is safe if each variable
x occurring in any literal of C' occurs also in a negative literal of C.

Unless otherwise noted, we denote atoms by letters A and B, clauses by C and D,
literals by L, predicates by P, R, S, T and U, constants by a, b and ¢, variables by x,
y and z, and terms by s, t, u, v and w.

2.2 Relations and Orderings

For a set of objects D, a (binary) relation R on D is a subset of D x D. R is total if,
for any two x,y € D, either R(z,y) or R(y,x) or x = y. An inverse relation of R is
defined as R~ = {(y, ) | (z,y) € R}. A relation R is (i) reflexive if € D implies
(x,x) € R; (i) symmetric if R~ C R; (i11) asymmetric if (x,y) € R implies (y,x) ¢ R;
() antisymmetric if (z,y) € R and (y,z) € R implies z = y; and (v) transitive if
(z,y) € R and (y, z) € R implies (z,z) € R. A o-closure, written R°, where o can be a
combination of reflexive, symmetric or transitive, is the smallest relation on D fulfilling
the property o such that R C R°. The transitive closure of R is usually written as R,
and the reflexive-transitive closure of R is usually written as R*.

A relation R is well-founded if there is no infinite sequence (o, a1), (a1, a2),. ..
of tuples in R. An object a € D is in normal form w.r.t. R if R does not contain
an element (a,3), for any 5. An object § is a normal form of a w.r.t. R if 4 is in
normal form w.r.t. R and («,3) € R*. For a general relation R, an object can have
any number of normal forms.

A partial ordering = over D is a reflexive, antisymmetric and transitive relation
on D. A strict ordering > over D is an irreflexive and transitive relation on D. A
multiset extension of a strict ordering > to multisets on D, written »,,;, is defined
as follows: M >,y N if M # N and if N(xz) > M(z) for some z, then there is some
y > x for which M (y) > N(y). It is well-known that for finite multisets, if > is total,
then =, is total as well.

A term ordering is an ordering where D = 7 (X), for some multi-sorted first-order
signature . A term ordering > is stable under substitutions if for all terms s and ¢
and all substitutions sigma o, s > t implies so > to; it is stable under contexts if for all
terms s, t and v and all positions p, s > ¢ implies u[s], = u[t],; it satisfies the subterm
property if u[s], > s for all terms v and s and all positions p # e. A rewrite ordering if
an ordering stable under contexts and stable under substitutions. A reduction ordering
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is a well-founded rewrite ordering, and a simplification ordering is a reduction ordering
with a subterm property.

The lexicographic path ordering (LPO) [34, 7] is a term ordering induced over a
precedence on function symbols >p. Each LPO has the subterm property and, if >p
is total, then LPO is total on ground terms. It is defined as follows: s >, t if

1. ¢ is a variable occurring as a proper subterm of s or
2. s= f(s1,-.-,8m), t =g(t1,...,ty), and at least one of the following holds:

(a) f>p g and, for all i with 1 <17 <n, we have s >, t; or

(b) f = g and, for some j, we have (s1,...,58j-1) = (t1,...tj—1), Sj >ipo t;, and
s >=po tr, for all k with j <k <n or

(€) sj =ipo t for some j with 1 < j < m.

2.3 Rewrite Systems

A good text-book introduction to rewrite systems is [7]; an overview of the theory
of rewrite systems can be found in [34]. A rewrite system R is a set of rewrite rules
s = t where s and t are terms. A rewrite relation induced by R, written as =g, is the
smallest relation such that s = t € R implies u[so], =g u[to],, for all terms s, ¢ and
u, all substitutions o and all positions p. For two terms s and t, we write s || g t if there
is a term u such that s =% v and t =% u. If |z and symmetric-reflexive-transitive
closure of =g coincide, then R is confluent. For a confluent well-founded rewrite
system R, each element « has a unique normal form w.r.t. =g, which is denoted as
nf R(a).

For a confluent well-founded rewrite system R consisting of ground rewrite rules
only, R* is the smallest set of ground equalities s ~ t such that, for all ground terms
s and t, if nfr(s) = nfr(t), then s ~ t € R*.

2.4 Basic Superposition Calculus

Paramodulation is one of the fundamental techniques for theorem proving with equal-
ity. In order to improve its performance, in [10] the superposition calculus has been
presented, where stronger ordering restrictions restrict unnecessary inferences. How-
ever, further optimizations of paramodulation and superposition were presented in [15],
by adding a so called “basicness” restriction. These optimizations are very general,
but a simplified version, called basic superposition, may be found in [11, 13]. A very
similar calculus, based on an inference model with constrained clauses, was presented
in [83].

The idea of the basic superposition calculus is to render superposition inferences
into terms introduced by previous unification steps redundant. In practice, this tech-
nique has been shown essential for solving some particularly difficult problems in first-
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order logic with equality [78]. Furthermore, basic superposition shows that superpo-
sition into arguments of Skolem function symbols is not necessary for completeness.
Namely, any Skolem function symbol f occurs in the original clause set with variable
arguments. Hence, for any term f(t), if ¢ is not a variable, it was introduced by a
previous unification step.

It is a common practice in equational theorem proving to consider logical theories
consisting of the equality predicate exclusively. This simplifies the theoretical treat-
ment without losing generality. Literals P(ty,...,t,), where P is not the equality
predicate, are encoded as P(ti,...,t,) = T, so predicate symbols actually become
function symbols. It is well-known that this transformation preserves satisfiability. To
avoid considering terms where predicate symbols occur as proper subterms, one usually
employs a multi-sorted framework: all predicate symbols and the symbol T are of a
sort different from the sort of function symbols and variables. In the rest, P(ty,...,t,)
is considered a syntactic shortcut for P(tq,...,t,) &~ T. When ambiguities do not
arise, we still call P a predicate symbol, and not a function symbol (although it tech-
nically is a function symbol due to the encoding). Finally, the predicate ~ has built-in
symmetry: a literal s &~ ¢ may also be interpreted as t & s.

The inference rules are formulated by breaking a clause into two parts: (i) the
skeleton clause C and (4i) the substitution o representing the cumulative effects of
previous unifications. These two components together are called a closure, written as
C'- o, which is logically equivalent to a clause Co. A closure C - o can, for convenience,
equivalently be represented as C'o, where the terms occurring at variable positions of C
are marked® by []. Any position at or below a marked position is called a substitution
position. Basic superposition can be summarized as a calculus where superposition
into a substitution position is not necessary.

The following closure is logically equivalent to the clause P(f(y)) V g(b) = b. On
the left-hand side the closure is represented by a skeleton and a substitution explicitly,
whereas on the right-hand side it is represented by marking the positions of variables
in the skeleton.

(P(z)Vz=b) {z— fly),z—gb)} = P([f(¥))VIg(b)] ~ b

Note that all variable positions are always marked, so we usually do not show this
for readability purposes. A closure C' - o is ground if Co is ground. To technically
simplify the presentation, we consider each closure to be in the standard form, which
is the case if the following conditions are satisfied:

e the substitution ¢ does not contain trivial mappings of the form z +— y and

e all variables from dom(o) occur in C.

In [15], framing was used for marked positions. We decided to use a different notation, because
framing introduced problems with the text layout. Our notation should not be confused with the
notation for modalities in multi-modal logic.
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A closure C'- o can be brought into the standard form in the following way: if x — ¢
is a mapping in o violating some of the conditions above, then let ¢’ be o \ {z — t},
and replace the closure with C{z — t} - o’'{z — t}.

A closure (Coy) - 09 is a retraction of a closure C - o if 0 = 0105. Intuitively,
a retraction is obtained by moving some marked positions lower in the closure. For
example, the following is a retraction of the example above:

(P(z) vV g(z) = b) - {x — f(y),z = b} = P([f(y)]) V g([b]) =~ b

Basic Superposition Parameters. The basic superposition calculus is parameter-
ized with a term ordering > and a selection function. An admissible term ordering >
is a reduction ordering total on ground terms, such that T is the smallest element. An
ordering > can be extended to an ordering on literals (ambiguously denoted also with
>) by identifying each positive literal s ~ ¢ with a multiset {{s}, {t}}, each negative
literal s % t with a multiset {{s,t}}, and comparing these multisets by a two-fold
multiset extension (=,u1)mu Over . The literal ordering obtained in such a way is
total on ground literals. The literal L-o is (strictly) maximal with respect to a closure
C - o if there is no literal L' € C such that L'c = Lo (L'c = Lo) (observe that this
definition does not assume that L € C'). Similarly, for a closure C - o and a literal
L e C, L-o is (strictly) maximal in C - o if and only if it is (strictly) maximal with
respect to (C'\ L) - 0.

A selection function selects a (possibly empty) subset of negative literals in a clo-
sure. There are no other constraints on the selection function.

Inference Rules. The basic superposition is a refutation calculus: for N a set of
closures saturated up to redundancy, N is unsatisfiable if and only if it contains the
empty closure. Intuitively, “saturated up to redundancy” means that any further
inference with closures from N produces a closure that has already been derived.
To present the rules of basic superposition, we make a technical assumption that
all premises are variable-disjoint, and that all premises are expressed using the same
substitution. A literal L -0 is (strictly) eligible for superposition in a closure (C'V L) -6
if there are no selected literals in (C'V L) -0 and L-6 is (strictly) maximal with respect
to C-0. A literal L -6 is eligible for resolution in a closure (C'V L) - 6 if it is selected in
(C'V L)-0 or there are no selected literals in (C'V L)-6 and L -6 is maximal with respect
to C'- 6. The basic superposition calculus, BS for short, consists of the following rules:

(Cvswt)-p (DVw=wv)-p
(CVDVuwlt),~v)-6

where (i) o = MGU(sp, wplp) and 6§ = po, (i) t0 # s6 and v8 F wb, (iii) (s ~t) -6 is
strictly eligible for superposition in (C'V s =~ t) -0, (iv) (w = v) - 0 is strictly eligible
for superposition in (D Vw &~ v) -0, (v) s ~ t0 ¥ wh =~ vb, (vi) w|, is not a variable.

Positive superposition:
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(CVvsm~t)-p (DVw#wv) p
(CVDVuwlt],#v) -6
where (i) o = MGU(sp, wpl,) and 6 = po, (ii) t0 F s6 and v8 ¥ wb, (i) (s = t) -0
is strictly eligible for superposition in (C'V s = t) -0, (iv) (w % v) - 6 is eligible for
resolution in (D V w # v) -0, (v) wl|p is not a variable.
(CVsw#t)p
C-0

where (i) 0 = MGU(sp,tp) and 0 = po, (1) (s # t) - 0 is eligible for resolution in
(Cvszt)-6.

Negative superposition:

Reflexivity resolution:

(Cvs=tvs=t)-p
(CVEEt VS ~t)- 6
where (i) o = MGU(sp, s'p) and 0 = po, (ii) t0 ¥ s6 and t'0 F $'0, (iii) (s =~ t) -0 is
eligible for superposition in (C'Vs=tVs ~t)-0.
Ey...E, N
(CiVv...vC,VvD)-0

where (i) E; are of the form (C; V A;) - p, for 1 < i < n, (i) N is of the form
(DV =By V...V~2By,)-p, (i) o is the most general substitution such that 4,0 = B;0
for 1 <i <nand 6 = po, (iv) each A; - 0 is strictly eligible for superposition in Ej,
(v) each —B; - 0 is eligible for resolution in N.

Equality factoring:

Ordered Hyperresolution:

In the ordered hyperresolution inference rule, the closures F; are called the electrons
or the side premises, and the closure N is called the nucleus or the main premise. In
[15, 83] BS has been presented without the hyperresolution rule. However, as noted
in [10], hyperresolution is actually a “macro:” it combines the effects of n negative
superpositions of (A; ~ T) - p from F; into (B; % T) - p of N, resulting in (T % T) -6,
which is immediately eliminated by reflexivity resolution. Furthermore, notice that
a positive superposition of a main premise into a positive literal (B &~ T) - p results
in a tautology (T ~ T) -6, which can be eliminated. Hence, ordered hyperresolution
captures all inferences from several premises involving literals with predicates other
than the equality predicate. One might also define ordered factoring, which combines
equality resolution on (C'V A~ TV B & T)-p with reflexivity resolution. We decided
not to do this to keep the presentation simpler.

To understand how inference rules of BS govern the propagation of markers, con-
sider the example of superposition from [f(z)] ~ [g(z)] into R(z', f(z")). We first
represent the premises by showing the skeleton and the substitution explicitly: the
first premise is equivalent to (y =~ 2) - {y — f(z),z — g(z)}, and the second one to
R(z, f(2')) - {}. By the definition of the positive superposition rule, the conclusion is
R(2,z) - {z + g(2)}, which can be rewritten conveniently as R(a’, [g(z)]).
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Completeness of Basic Superposition. We now briefly overview the completeness
proof of the basic superposition. We base our presentation on the proof by Nieuwenhuis
and Rubio from [83, 84], which is compatible with the one from [15].

The literal ordering is extended to closures by a multiset extension, where closures
are treated as multisets of literals. We denote thus obtained ordering ambiguously
with . Observe that, since the literal ordering is total on ground literals, the closure
ordering is total on ground closures.

Let C - o be a closure and 7 a ground substitution. The set of succeedent-top-left
variables of C-o w.r.t. T, written as stlvars(C- o, 7), is defined as the set of all variables
x occurring in a literal  ~ s € C, such that zoT > soT.

Let R be a ground and convergent rewrite system and 7 a ground substitution. A
variable x occurring in the skeleton C' of C'- o is variable irreducible w.r.t. R if (i) zoT
is irreducible by rewrite rules in R or (1) for all z &~ s € C, we have z € stlvars(C'- o, 7)
and xzoT is irreducible by those rules | = r from R for which xoT ~ soT = | =~ r.
A ground instance C' - o7 is variable irreducible w.r.t. R if all variables x from C are
variable irreducible w.r.t. R. Let irredg(C - o) be the set of all variable irreducible
ground instances of C' - o w.r.t. R. For a set of closures N, let irredg(IN) be the
set of all variable irreducible ground instances of closures in N w.r.t. R. Finally, let
irredr(N)=P (irredg(IN)=P) be the subset of closures of irredr(NN) smaller than (or
equal to) a ground closure D (w.r.t. ordering on closures <).

Let & by a BS inference with premises D; - 0 and Ds - ¢ and a conclusion C' - p.
For a rewrite system R and a ground substitution 7 such that £7 is a ground instance
of &, &7 is wariable irreducible w.r.t. R if all Dy - o1, Dy - o7 and C - pr are variable
irreducible w.r.t. R.

The notion of redundancy for BS is defined as follows. A closure C'- ¢ is redundant
in N if, for all rewrite systems R and all ground substitutions 7 such that C - o7 is
variable irreducible w.r.t. R, we have RUirredr(N)=“°7 |= C-o1. An inference ¢ with
premises D; - ¢ and Ds - ¢ and a conclusion C' - p is redundant in N if, for all rewrite
systems R and all ground substitutions 7 such that £7 is a variable irreducible ground
instance of ¢ w.r.t. R, RUirredg(N)=P |= O pr, where D = max(D;-07, Dy-07). The
set of closures N is saturated up to redundancy by BS if all inferences from premises
in N are redundant in N.

A set of closures N is well-constrained if irredg(N)UR = N for any rewrite system
R. If, for all C - p € N, p is the empty substitution, then N is well-constrained: any
variable reducible position of a ground instance of C'- p can be reduced with rules from
R to a closure in irredg(N). Furthermore, if N’ is obtained from a well-constrained set
N by a sound inference rule, then N’ is also well-constrained.

Let N be the set of closures obtained by saturating a well-constrained set Ny up
to redundancy by BS; then N is satisfiable if it does not contain the empty closure.
Namely, using a variant of the model building technique [15, 83], one may generate a
ground convergent rewrite system Ry, which uniquely defines the Herbrand model Ry *
such that s ~ t € Ry™ if and only if nfr(s) = nfg(t). Furthermore, Ry™ |= irredg,, (V).
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Finally, since Ny is well-constrained, N is also well-constrained. Since Ry C Ry™, it
follows that Ry* = N.

Redundancy Elimination. Based on the general redundancy notion for basic su-
perposition, several effective redundancy elimination rules have been presented in [15],
providing means for deleting certain closures or replacing them with simpler ones,
without jeopardizing completeness. We overview the most important rules next.

A closure C - ¢ is reduced modulo substitution n relative to a closure D - 0 if, for
each rewrite systems R and each ground substitution 7, C - on7 is variable irreducible
w.r.t. R whenever D - 07 is variable irreducible w.r.t. R. Checking this condition is
difficult, since one needs to consider all ground substitutions and all rewrite systems.
However, approximate checks suitable for practice are known. One of them involves
the notion of n-domination: for two terms s- o and t - 6, we say that s is n-dominated
by t, written s -0 £, ¢ -0, if and only if son = tf and, whenever some variable z from
o occurs in s at position p, then p is in t at or below a variable.

For example, let s - 0 = f(g(x),[g(y)]) and ¢ -0 = f(lg(c)], [g(h(2))]). For a
substitution n = {z — ¢,y — h(z)}, obviously son = tf. Furthermore, each marked
position from s can be overlaid at or inside a marked position of ¢, so s-0 &, ¢ - 6.

This notion can be extended to literals: (s = t) -0 C, (w ~ v) -6 if and only if
s:o Cypw-fandt-o C,v-0,0rs-0 5, v-0and t-0 &, w-0. The definition is analogous
for negative literals. Furthermore, a positive literal does not n-dominate a negative
literal and vice versa. The extension to closures is performed like this: C'-o0 &, D - 0
if and only if, for each literal Lq - o from C' - o, there exists a distinct literal Lo - 8 from
D -0, such that Li - 0 &, Ly - 0. Note that D - 0 is allowed to have more literals than
C-o.

Now if C'-o &, D -0, then C - 0 is reduced relative to D - # modulo 7. It may
happen that, for some 7, it holds that L'on = L6, but not L' - ¢ C,, L - 6. One can
make L' - o reduced relative to L - § by replacing L' - 0 with a retraction L” - ¢’ by
instantiating those positions from L that do not overlay into a substitution position
of L. In this way, the application of a simplification or deletion rule may be enabled,
while retracting from ¢ as little information as possible.

With these notions we can finally present the simplification rules. Closure C' - ¢ is
a basic subsumer of D -0 if there is a substitution i such that Con C Df and C - ¢ is
reduced relative to D - 8 modulo n. Additionally, if C - ¢ has fewer literals than D - 0,
then D - § may be deleted.

A closure (C'V AV B) - o can be replaced with (C'V A) -0 if A-0 Egy B-o. This
is called duplicate literal deletion.

A closure C - o can be deleted if Co is a tautology, meaning that = Co. This is
called tautology deletion. Testing whether Co is a tautology requires itself theorem
proving. However, the following simple syntactic checks are typically sufficient: C - o
is a tautology if it contains a pair of literals (s ~ t) - o and (s’ % t') - o, such that
so = s'o and to = t'o, or a literal of the form (s ~ t) - o with so = to.
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A closure (C'V x % s) - o, where xo > so is called a basic tautology and can be
safely deleted. For example, if f(x) > g(z), then the closure [f(z)] % g(x) is a basic
tautology. Note that f(z) % g(z) is not a basic tautology, since f(x) does not occur
at a substitution position.

All presented redundancy elimination rules are decidable. In fact, duplicate literal
deletion and tautology deletion can be performed in time polynomial in the number
of literals. It is well-known that the subsumption check is NP-complete in the number
of literals [46], and n-domination can be checked in polynomial time. Finally, the
complexity of basic tautology deletion is determined by the complexity of checking
ordering constraints.

2.5 Splitting

In some proofs we apply an additional splitting inference rule, presented below. It is
borrowed from the semantic tableau calculus and performs an explicit case analysis. If
some closure consists of two parts not having variables in common, one may separately
assume that either part is true. If unsatisfiability is proved in both cases, the initial
closure set is evidently unsatisfiable. Each of the cases introduced by the splitting rule
is called a branch.

NuU{CV D}
NU{C} | NU{D}

Splitting:

where (i) N is a set of closures, (ii) C and D do not have variables in common.

2.6 Disjunctive Datalog

In this section we briefly present the syntax and semantics of disjunctive datalog. This
presentation is standard and may be found in [38, 48].

Let ¥ be a first-order signature such that (i) for each function symbol f € F(X)
the arity of f is zero and (7i) =~ € P(X) is a special equality predicate with the arity of
two. A disjunctive datalog program with equality P is a finite set of rules of the form

AV ... VA, — By,.. By

where n > 0, m > 0, and A; and B; are atoms defined over ¥. Furthermore, each rule
must be safe, that is, each variable occurring in a head literal must occur in a body
literal as well. For a rule r, the set of atoms head(r) = {A;} is called the rule head,
whereas the set of atoms body(r) = {B;} is called the rule body. A ground rule with
an empty body is called a fact.

Typical definitions of a disjunctive datalog program, e.g. from [38, 48], allow
negated atoms in the body. This negation is usually non-monotonic, and is different
from negation in first-order logic. Our approach produces only positive disjunctive
datalog programs, so we omit non-monotonic negation from the definitions.
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The semantics of disjunctive datalog programs is defined as follows. The ground
instance of P over the Herbrand universe of P, written ground(P, HU), is the set of
ground rules obtained by replacing variables in each rule of P with constants from
HU in all possible ways. The Herbrand base HB of P is the set of all ground atoms
defined over predicates from P(X). An interpretation M of P is a subset of HB. We
say that some ground atom A is true in an interpretation M if A € M; A is false in M
if A¢ M. An interpretation M is a model of P if, for each rule r € ground(P, HU), if
body(r) C M, then head(r)N M # () and if all atoms from M involving the = predicate
yield an equality relation (i.e. a relation that is reflexive, symmetric, transitive, and,
for any predicate symbol R € P(X), if R(...,a,...) € M and a = b € M, then
R(...,b,...) € M as well).

A model M is minimal if no subset of M is a model. The semantics of P is the set
of all minimal models of P, which is denoted by MM (P). Finally, the notion of query
answering is defined as follows. A ground literal A is a cautious answer of P (written
P =, A) if all minimal models of the program contain A; A is a brave answer of P
(written P |=p A) if at least one minimal model of the program contains A. First-order
entailment coincides with cautious entailment for positive ground atoms.

The size of a rule r is defined as |r| = 1+ 32, [Ai| + 321 <<y, |Bjl, Where the
size of atoms A; and B; is defined as |S(t1,...,t,)| = 1+ n: predicates and terms
are encoded with one symbol, and the leading 1 in the definition of |r| accounts for
the implication symbol separating the head from the body. The size of a program P,
written | P, is the sum of the sizes of all its rules.

2.7 Description Logic SHZOQ

Definition 2.7.1. Let Npg, be the set of abstract role names. The set of SHIQ
abstract roles is the set N, U{R™ | R € Ng,}. Let Inv(R) = R~ and Inv(R™) = R
for R € Nr,. A SHIQ RBox R over Ng, is a finite set of transitivity axioms
Trans(R) and abstract role inclusion azioms R T S, such that R T S € R implies
Inv(R) C Inv(S) € R, and Trans(R) € R implies Trans(Inv(R)) € R.

Let T* denote the reflexive-transitive closure of . A role R is transitive if
Trans(S) € R or Trans(Inv(S)) € R for some S with S CT* R and R T* S; R is
simple if there is no role S such that S C* R and S is transitive; R is complex if it is
not simple.

Let N¢ be a set of atomic concept names. The set of SHZQ concepts over N¢
and Npg, is defined inductively as the minimal set for which the following holds: T and
L are SHIQ concepts, each atomic concept name A € N¢ is a SHIQ concept, and,
if C and D are SHIQ concepts, R is an abstract role, S is an abstract simple role
and n is an integer, then -C, CM D, CUuD, dR.C,VR.C, <nS.C, > nS.C, are also
SHIQ concepts.

A SHIQ TBox T over No and R is a finite set of concept inclusion axioms C' C D
or concept equivalence axioms C' = D, where C' and D are SHIQ concepts.
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Let Ny, be a set of abstract individual names. A SHZQ ABox A is a set of concept
and abstract role membership axioms C(a), R(a,b), =S(a,b), and (in)equality axioms
a=~bandab, where C is a SHIQ concept, R is an abstract role, S is an abstract
simple role and a and b are abstract individuals.

A SHIQ knowledge base KB is a triple (KBr, KB, KB 4), where KBg is an
RBox, KBt is a TBox, and KB 4 is an ABoz.

Definition 2.7.1 differs from typical definitions in two aspects. First, since OWL-DL
lacks the unique name assumption (UNA), we do not incorporate UNA into the defi-
nition of SHZQ, but allow the user to axiomatize it by including an inequality axiom
a; % a; for each pair of distinct abstract individuals, respectively, cf. [5, page 60].
Second, usual definitions do not provide for ABox axioms involving negative roles. We
allow such assertions as they allow checking entailment of ground role facts.

Definition 2.7.2. The semantics of a SHZQ knowledge base KB is given by the
mapping m which transforms KB axioms into a first-order formula, as shown in Table
2.1. FEach atomic concept is mapped into a unary predicate and each abstract role is
mapped into a binary predicate.

The basic inference problem for SHIQ is checking satisfiability of KB, that is,
determining whether a first-order model of 7(KB) exists. Other interesting inference
problems can be reduced to satisfiability as follows, where o denotes a new abstract
individual not occurring in the knowledge base:

e Concept satisfiability. A concept C' is satisfiable with respect to KB if and only
if there exists a model of KB in which the interpretation of C' is not empty. This
is the case if and only if KB U {C(a)} is satisfiable.

e Subsumption. A concept C is subsumed by a concept D with respect to KB if and
only if 1(KB) |= w(C C D). This is the case if and only if KBU{(CM—-D)(«a)}

1 unsatisfiable.

e Instance checking. An individual a is an instance of a concept C with respect to
KB if and only if m(KB) |= n(C(a)). This is the case if and only if KBU{-C(a)}

1 unsatisfiable.

e Role checking. A simple abstract role S relates individuals a and b with respect
to KB if and only if 7(KB) = w(S(a,b)). This is the case if and only if KB U
{=S(a,b)} is unsatisfiable.

The semantics of description logics is usually given by a direct model-theoretic
semantics. An interpretation I = (A7, -!) consists of a domain set A’ and an inter-
pretation function -, which assigns to each individual a an element a’, to each atomic
concept A a set AT C Al and to each role R a relation R! C A x Al. The semantics
of concepts and axioms is given in Table 2.2, where C' and D are concepts, R and S are
roles and a and b are individuals. These two semantics are equivalent, as first shown
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Table 2.1: Semantics of SHZQ by Mapping to FOL

Mapping Concepts to FOL

(T, X) =T
(L, X) = L
(A X) = A(X)
my(—C, X) = —my(C, X)
Ty (CND,X) = 7, (C,X) ANmy(D, X)
Ty (CUD,X) = 7,(C,X)Vmy(D, X)
my(VR.C,X) = Vy: R(X,y) — m(C,y)
my(FR.C, X) = Jy: R(X,y) A1 (C,y)
Ty(SnRC,X) = Vyi,... yns1 : AR(X, 4i) AN 72(Cyi) =V yi ® y;
my(>nRC,X) = Jy1,...,yn : ANR(X,yi) NN 7(Coyi) AN vi 2 y;

Mapping Axioms to FOL

7(CC D) = Vo : 7y (C,x) — my(D, x)
7(C=D) = Vo :my(C,x) < my(D, x)
T(RCS) = Va,y: R(z,y) — S(x,y)
m(Trans(R)) = Vz,y,z: R(z,y) A R(y, z) — R(z, 2)
m(C(a)) = my(C,a)
(=) R(a, bg; = (7)R(a,b)

= aob for o € {~, %}

Mapping KB to FOL

m(R) = Va,y: R(z,y) < R (y,2)
7(KBr) = Aacrig 7(0) A Arcrg, T(R)
T(KB7) = Aaexp, 7(@)

T(KBA) = Naekp, (@)
m(KB) = w(KBr) Am(KB1) AT(KBy)

Notes:
(i): X is a meta variable and is substituted by the actual variable,

(71): 7, is defined as 7, by substituting x and z; for all y and y;, respectively.
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Table 2.2: Direct Model-theoretic Semantics of SHZQ

Interpreting Concepts

—l—] — AI
1 =10
(—\C)] = N/ \ !
(cnbD)Y = c'nD!
(CuD) = c'nD!
(VR.C)! = {z|Vy: (z,y) e Rl —ycCl}
BR.C) = {z|3y: (z,y) e RI Ay cCT}
(€nRC) = {z |ty | (5.y) € R Ay e Cl}y <n}
(>nRCO) = {z|#{y]| (z,y) e R Aye C'} > n}
Semantics of Axioms
cch cf'cD!
cC=D Cc'=D!
RCS RIcCS!
Trans(R) R is transitive
C(a) al e O
R(a,b) (a®,b') € RT
-R(a,b) (a®,b) ¢ R!
aob al o b for o € {~, %}

by Borgida in [21]. We now define several restrictions of SHZQ, which we consider in
our work.

Definition 2.7.3. For a knowledge base KB, a role R is called very simple if no role
S exists, such that S C R € KBgr. Description logic SHZQ™ has the same syntax and
semantics as SHZQ, with the additional syntactical restriction that only very simple
roles are allowed to occur in number restrictions < n R.C' and > n R.C.

ALCHIQ (ALCHIQ™ ) is a fragment of SHIQ (SHZIQ™ ), which does not allow
transitivity axioms to occur in an RBox. ALC is the fragment of ALCHZQ which does
not provide for role hierarchies, inverse roles and qualified number restrictions.

Notice that the relation C* can be a cyclic relation in general. In [114] it has
been shown that a SHZQ knowledge base KB with a cyclic role hierarchy can be
reduced to a knowledge base KB’ with an acyclic role hierarchy, as follows. First, we
compute the set of maximal, strongly connected components (or maximal cycles) of
the role inclusion relation = of KB. For each strongly connected component I', we
select one representative role, denoted as role(I"), such that, if R € T', Inv(R) € I'" and
role(T') = R, then role(I") = Inv(R). (Since we assume that R C S € KBy implies
Inv(R) C Inv(S) € KB, we have that, if R,S € I and Inv(R) € I, then Inv(S) € TV,
so the definition of role(T") is correct.) Next, we form the new TBox KB’ and ABox
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KB', by replacing, in all axioms of KB 4 and KB, each role R with role(T"), where I' is
the maximal, strongly connected component that R belongs to. Finally, we construct
the new RBox KB’ as follows: (i) for each pair of strongly connected components
I' # I, we add the axiom role(I') C role(I’) to KB’ if there are roles R € ' and
R € T" with RC R, and (#) for each strongly connected component C, we add the
axiom Inv(role(I")) C role(T") to KB’ if there is a role R € T, such that also Inv(R) € T.
Since the strongly connected components of C can be computed in time quadratic in
the number of roles, this reduction can be performed in polynomial time. Hence, we
can assume without loss of generality that RBoxes are acyclic.

A concept C' is in negation-normal form if all negations in it occur in front of atomic
concepts only. C' can be transformed in time linear in the size of C' into an equivalent
concept in negation-normal form, denoted as NNF(C'), by exhaustively applying the
following rewrite rules to subconcepts of C":

=T ~~ 1 -l o~ T
—|(Cl I CQ) ~ =C1 U —Cy —\(Cl L Cg) ~s =C M =0y
-(3R.C) ~ VR.-C -(VR.C) ~ JR.-C
-(>(n+1)R.C) ~ <nR.C “(<nRC) ~ >(n+1)RC

With |KB| we denote the size of the knowledge base assuming unary coding of
numbers, which is computed recursively in the following way, for C' and D concepts,
A an atomic concept, and R and S roles:

o |KB|=|KBgr|+ |[KBr|+ |KBAl,
‘KBR| = EaEKBR |Oé|,
‘KBT’ = ZQEKBT |O[|7

‘KB-A| = ZaGKBA ‘a‘v

|[RE S| =3,

|Trans(R)| = 2,

|ICED[=|C=D|=[C|+|D|+1,

* [R(a,b)| =3,

e [Cla)] =1C] +1,
o [TI=|L=1,

o |Al = -4l =2,

|[CuD|=|CnD|=|C|+|D|+1,

13R.C| = [VR.C| = 2+ |C),
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e |>nRC|=|<nRC|=n+2+]C|.

Intuitively, | KB| is the number of symbols needed to encode KB on the input tape
of a Turing machine using the unary encoding of numbers. We use a single symbol
for each atomic concept, role and individual. The n in the definition of the length
of concepts > n R.C' and <n R.C stems from the assumption on unary coding of
numbers: a number n can be encoded in unary coding with n bits.

The notion of positions is extended to SHZ Q concepts and axioms in the obvious
way:

e a|. = a for « a concept or an axiom;

(=D)hp = Dlp;

(D1 0 D3)|ip = Djlp for o € {r1,U,C,=} and i € {1,2};
o for C = R.D with > € {3,V}, C|; = R and Cla, = D|y;
o for C =panR.D withx e {<,>}, C|l1 =n, Cla = R and C|3p = D|p;

Trans(R)|1 = R;

e for a = D(a), a|ip = D|p and afz = a;

o for o = R(a,b), a1 = R, afz = a and a3 = b;
e (ajo0ag)|; =a; for o € {~,#} and i € {1,2}.

For oo a SHZ Q concept or an axiom and p a position in «, replacement of the sub-
object a, with § is denoted as a[f], and is defined in the obvious way. Furthermore,
if o], is a concept, then the polarity of p is defined to agree with the polarity of the
corresponding position in translation of « into first-order logic, in the following way:

€) =
e pol(—=C, 1p) = —pol(C, p);

e pol

(C,
(

e pol(Cy o Cy,ip) = pol(C, p) for o € {M,U} and i € {1,2};

e pol(xx1 R.C, 2p) = pol(C, p) for xe {3,V};

e pol(
pol(=
(
pol(
(

IN

n R.C,3p) = —pol(C,p);
n R.C, 3p) = pol(C, p);
e pol(C1 C Oy, 1p) = —pol(C1,p) and pol(Cy E Cs, 2p) = pol(Ca, p);

Cy = Cy,ip) =0 forie {1,2};

e pol(C(a), 1p) = pol(C, p).
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2.8 Description Logics with Concrete Domains

Practical applications of description logics usually require representing concrete prop-
erties such as height, name, or age, having values from a fixed domain such as integers
or strings, with built-in predicates. These requirements led to the extension of de-
scription logics with concrete domains [6]. Informally, a concrete domain consists of a
set of predicates with a predefined interpretation. If a decision procedure for checking
satisfiability of finite conjunctions over concrete domain predicates exists, many DLs
can be combined with a concrete domain while retaining decidability. Unfortunately,
in [75] it was shown that a logic with general inclusion axioms and concrete domains
is undecidable. Therefore, in [59, 89, 53] several alternatives have been investigated.
The cumulative results of this research influenced the design of the Ontology Web
Language (OWL) [91], which, in its DL version, supports a basic form of concrete
domains, so-called datatypes.

Before presenting the formal definition of description logics with concrete domains,
we give an intuitive example. Let us introduce an atomic concept Paper to repre-
sent bibliographical information about papers. The concrete role pages represents the
number of pages a paper has. We make this role functional by including the axiom
T E < 1pages. To define long papers as papers with 25 pages or more, we use a unary
concrete domain predicate >95, which is interpreted as the set of all integers greater
than 25: LongPaper = Paper 'l dpages. >o5. Similarly, we define a short paper as
ShortPaper = Paper M dpages. <g. From these definitions and the fact that the inter-
pretations of the predicates >o5 and <g are disjoint, we may infer that the concept
LongPaper M ShortPaper is unsatisfiable, and thus prevent a potential modeling error.

2.8.1 Concrete Domains

To present our definitions in a concise way, we introduce the following notation: with
x we denote a vector of variables x1,...,x,, and for a function ¢, with (x) we denote
the application of ¢ to each element z; of x, i.e. d(x1),...,d(xy).

Definition 2.8.1. A concrete domain D is a pair (Ap, Pp), where Ap is a set, called
the domain of D, and ®p is a finite set of predicate names. Fach d € ®p is associated
with an arity n and an extension dP C AY. A concrete domain D is admissible if:

e Op is closed under negation, i.e. for each d € ®p, there exists d € ®p with
dP = AR\ dP,

e it contains a unary predicate Tp interpreted as Ap, and

o D-satisfiability of finite conjunctions of the form N\, di(x;) is decidable. The
latter is the case if an assignment § of variables to elements of Ap exists, such
that §(x;) € d?, for each 1 <i < n.
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Sometimes, we consider conjunctions over literals containing terms, rather than
variables. Let S = {d;(ti)} be a set of literals, where t; is a vector of terms #;1, ..., ti.
With S we denote a conjunction C' = A d;(x;), obtained from S by replacing each
occurrence of a term with the same variable, such that different terms are replaced
with distinct variables. For two conjunctions C; and Cs, we write C1 = C5 if they are
equivalent up to variable renaming.

Extending first-order logic with a concrete domain is significantly simplified if the
interpretation of concrete objects is separated from the interpretation of other objects.
Hence, we assume that the set of sorts & of a signature ¥ contains the sort ¢ for
the concrete objects, and the sort a for all other so-called abstract objects. Since the
concrete domain does not provide an interpretation for function symbols, we do not
allow nesting function symbols of sort c. Furthermore, all arguments of predicates from
®p must be of sort c. To distinguish the sorts syntactically, we denote the variables
(function symbols) of sort ¢ as € (f€).

Definition 2.8.2. Let D be an admissible concrete domain, and 3 a signature such
thatc € S, dp C P, the signature of each predicate from ®p is cXx...xc, and for each
function symbol f € F, no argument is of sort c. Let ¢ be a formula defined over ¥ and
I a “classic” multi-sorted model of p, i.e. I |= ¢, where concrete predicates are treated
as normal predicates. I is a D-model of ¢, written I |=p @, if and only if a valuation
§ : D. — Ap emists, such that for each (a1,...,an) € d, (6(aq),...,8(an)) € dP.
The usual notions of validity, satisfiability and entailment are generalized to D-validity,
D-satisfiability and D-entailment in the obvious way.

The following simple lemma demonstrates that the D-satisfiability can be consid-
ered with respect to Herbrand models only, without loss of generality.

Lemma 2.8.3. A formula ¢ is D-satisfiable if and only if sk(yp) is D-satisfiable in a
Herbrand model.

Proof. The (<) direction follows immediately by definition of D-satisfiability. For the
(=) direction, if ¢ is D-satisfiable in some model I with valuation §, then there is a
Herbrand model I’ such that I’ |= sk(y), where each term ¢, from the Herbrand model
corresponds to some «; in I [42]. We then define the valuation ¢’ over the Herbrand
universe of I’ by setting ¢'(¢;) = §(a;). Obviously, I’ =p sk(y). O

Notice that, since admissible concrete domains are closed under negation of predi-
cates, we may assume that concrete domain predicates occur in all clauses positively.
Also, when ambiguity does not arise, we do not stress D for satisfiability, equisatisfia-
bility, entailment etc.

2.8.2 Description Logic SHZQ(D)

We now present the formal definition of the SHZQ(D) description logic, which is
obtained by combining SHZQ with an admissible concrete domain D. The syntax
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of SHZ Q from Definition 2.7.1 can be extended to allow for concrete domains in the
following way:

Definition 2.8.4. Let Ng, be the set of concrete roles. Additionally to SHZQ RBox
azioms, a SHZQ(D) RBox R can contain a finite number concrete role inclusion
azioms T C UZ.

Let D be an admissible concrete domain. In addition to SHIQ concepts, the set
of SHZQ(D) concepts contains 311, ..., Tp.d, V11,...,Typ.d, <nT, >nT, for Ty
concrete roles, d an m-ary concrete domain predicate and n an integer. A SHZQ(D)
TBoz T is defined analogously to Definition 2.7.1, with the difference that concepts
occurring in axioms are SHZQ(D) concepts.

Let Ny, be a set of concrete individual names. Additionally to SHIQ ABox azioms,
a SHZQ(D) RBox R can contain a finite number of concrete role membership axioms
(=)T(a,b%) and (in)equality axioms a® = b and a® % b, where T is a concrete role, a
an abstract individual, and a® and b are concrete individuals.

The semantics of SHZQ from Definition 2.7.2 can be extended to give semantics
to SHZQ(D) in the following way:

Definition 2.8.5. The semantics of a SHIQ(D) knowledge base KB is given by
extending the mapping ™ from Definition 2.7.2 to translate KB into a multi-sorted
first-order formula, as presented in Table 2.3. Atomic concept predicates have the
signature a, abstract roles have the signature a X a, concrete roles have the signature
a X ¢, and n-ary concrete domain predicates have the signature ¢ X ... X C.

The basic inference problem for SHIQ(D) is checking satisfiability of KB, that
is, determining whether a D-model of m(KB) exists. The other inference problems are
defined analogously as in Definition 2.7.2.

Direct model-theoretic semantics can be easily extended to SHZQ(D), by assigning
to each concrete individual a® an element (a)! € Ap, and by assigning to each concrete
role T a set 71 C Al x Ap. The semantics of new concepts and axioms is given in
Table 2.4, where T(;) and U are concrete roles, and d is a concrete predicate.

The SHZQ™ (D) and ALCHZQ™ (D) fragments of SHZQ(D) are defined as in
Section 2.7. Below are the additional rewrite rules for reducing SHZQ(D) concepts to
negation-normal form:

(> (n+1)T) ~ <nT ~(<nT) » >n+1)T

-(31,...,Ty.d) ~ VT1,...,T,.d -(VTy,...,Ty.d) ~ 3ITY,...,T,.d

The size of a SHZQ(D) knowledge base KB is obtained by extending the definition
from Section 2.7 to handle new constructs in the following way:

2Inverse concrete roles do not make sense semantically, so we do not distinguish between con-
crete roles and concrete role names. Furthermore, transitive concrete roles also do not make sense
semantically, so transitivity axioms are not allowed for concrete roles and all concrete roles are simple.
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Table 2.3: Semantics of SHZQ(D) by Mapping to FOL

Mapping Concepts to FOL
Ty (VI . Toned, X) = VYT, -yt ATH(Xy5) — d(ygs - -5 un)
my(IT1, ... Tnd, X) = 5, .., y5 c ANTi(X,ys) Ad(yS, -, u5,)
T (SnT, X) = Vyi,... Yy AT(X,95) = V y§ = 5
my(>nT,X) = 35, yn t AT y5) AN w5 2 45
Mapping Axioms to FOL
T(TCU) = Va©,y°: T(2y°) — U(zS, y°)
7(~)T(a,5)) = (-)T(a,t)
m(a€ob®) = a®obc for o € {~, %}

Table 2.4: Direct Model-theoretic Semantics of SHZQ(D)

Interpreting Concepts
VT1, ..., Tm-d)! = {& YY1, ym: (x,91) €ETI A A (2, ym) € TL —
(Y1, ym) € dD}
3Ty, ..., Tnd)! = {z|3y1,.. . ym : (x,01) €TI A oA (2, ym) € TEA
(Y15, ym) € dD}
(<nT) = {z|t{y| (z,y) € T'} <n}
>nD) = {z|t{y| (x,y) € T'} > n}
Semantics of Axioms
TCUu TICU!
T(a,b) (al, (b)) e T!
—T(a,b%) (ol (b)) ¢ T7
aSobt () o (b%) for o € {x, )

o |3T1,...,Tnd| = |VT1,...,T.dl =2+m,

e >nT|=|<nT|=n+2.

The notion of positions is defined for the new SHZQ(D) constructs as follows:

o for C=xTy,...,Tp.dwith € {3V}, C|; =T, for 1 <i < m,and C|p41 = d;
o for C =panT withe {<, >}, Cli=nand Clp =T.

Since the new constructs do not contain nested concepts, the notion of polarity
carries over from SHZQ to SHZQ(D) without change.



Chapter 3

Deciding SHZQ by Basic
Superposition

For a SHZQ knowledge base KB, our ultimate goal is to derive a disjunctive datalog
program DD(KB) which is satisfiable if and only if KB is. The intuitive principle
by which the equisatisfiability of KB and DD(KB) is achieved is relatively simple.
Namely, if KB is unsatisfiable, this can be demonstrated by a refutation in some
sound and complete calculus Z. If it is possible to simulate inferences of 7 in DD(KB),
a refutation in KB by Z can be reduced to a refutation in DD(KB). Conversely, if
DD(KB) is unsatisfiable, there is a refutation in DD(KB). If it is possible to simulate
inferences in DD(KB) by Z, then a refutation in DD(KB) can be reduced to a refutation
in KB by Z. To summarize, if the simulation of inferences can be performed in both
directions, DD(KB) and KB are equisatisfiable.

To obtain a sound, complete and terminating algorithm from the high-level idea
outlined above, it is necessary to select the appropriate calculus Z, capable of effectively
deciding satisfiability of KB. Positive disjunctive datalog is strongly related to clausal
first-order logic. Intuitively, simulation of inferences using disjunctive datalog will be
easier if 7 is a clausal refutation calculus. Hence, in the rest of this chapter we present a
procedure for deciding satisfiability of SHZQ knowledge bases by basic superposition.
The algorithm presented in this chapter is then used in Chapter 5 to obtain the desired
reduction.

In Section 3.6 we give an overview of existing decision procedures for various de-
cidable fragments of first-order logic based on clausal calculi. However, SHZQ cannot
be directly embedded into any of these fragments. An exception is the two-variable
fragment with counting quantifiers, but we find it difficult to use the decision proce-
dure from [95] to simulate inference steps as sketched above. Hence, we designed a
new, worst-case optimal decision procedure for SHZ Q, which itself has several novel
aspects. It is well-known that the combination of inverse roles and counting quanti-
fiers is difficult to handle algorithmically. On the model-theoretic side, it makes the
logic lose the finite model property, and on the proof-theoretic side, tableau decision

31
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procedures for such logics require sophisticated pair-wise blocking techniques to ensure
termination [61]. It turns out that this combination makes a resolution-based decision
procedure more complicated as well: contrary to most existing decision procedures
(such as [43] or [105]), to decide SHZQ it is necessary to consider clauses contain-
ing terms of depth two. To block certain undesirable inferences with such clauses, a
stronger calculus for equality than superposition [10] is needed. The solution we adopt
is to use basic superposition [15].

3.1 Decision Procedure Overview

Before delving into the details, in this section we present a high-level overview of the
principles we base our decision procedure upon.

Basic superposition alone unfortunately does not decide SHZQ. A minor problem
are transitivity axioms, which in a clausal representation require clauses without so-
called covering literals — literals containing all variables of a clause [64]. As shown in
[70], termination of resolution on such clauses is very difficult to achieve. To address
this, in Section 3.2 we show how to eliminate transitivity axioms by polynomially
encoding a SHZQ knowledge base KB into an equisatisfiable ALCHZQ knowledge
base Q(KB). After this initial transformation step, we focus on deciding satisfiability
of ALCHZQ knowledge bases only.

A significantly more complex problem is that basic superposition alone decides only
ALCHIQ™, where number restrictions are allowed only on roles not having subroles.
Namely, the combination of role hierarchies, inverse roles and counting quantifiers may
produce clauses which, during saturation by basic superposition, produce terms of ever
increasing depth, so the saturation does not necessarily terminate. We address this
problem in two stages.

In Section 3.3 we present a decision procedure for deciding satisfiability of an
ALCHI Q™ knowledge base KB. First, we preprocess KB into a clausal representation
as explained in Subsection 3.3.1. Let us denote the resulting set of closures with Z(KB).
It is not difficult to see that Z( KB) will contain only closures of a certain syntactic form,
as shown in Table 3.1. We then saturate =(KB) under BSpy, with eager application
of redundancy elimination rules, where BSpy, is the BS calculus, parameterized as
described in Definition 3.3.3. We denote the saturated set of closures by Sat(Z(KB)).
Since BSpy, is sound and complete [15], Sat(Z(KB)) will contain the empty closure if
and only if Z(KB) is unsatisfiable. In order to obtain a decision procedure, we show
that saturation always terminates. This is done in a proof-theoretic way as follows:

e We generalize the types of closures from Table 3.1 to so called ALCHIQ ™ -
closures, which are presented in Table 3.2. In Lemma 3.3.4, we show that each
closure occurring in Z(KB) is an ALCHZ Q™ -closure.

e In Lemma 3.3.5, we show that in any BS p-derivation starting from Z(KB), each
inference produces either an ALCHZ Q™ -closure, or a closure which is redundant
(and may be deleted).
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e In Lemma 3.3.8, we show that, for some finite knowledge base, the set of possible
ALCHZ Q™ -closures occurring in any BS py-derivation is finite.

e Termination is now a simple consequence of these two lemmata: in the worst case,
one will derive all possible ALCHZ Q™ -closures, after which all further inferences
are redundant. The bound on the size of the set of ALCHZ Q™ -closures gives us
the complexity of the decision procedure, as demonstrated in Theorem 3.3.9.

To handle ALCHZQ, in Section 3.4 we extend the basic superposition calculus with
a new decomposition inference rule. This rule decomposes certain closures with unde-
sirable terms into several simpler closures. We show that decomposition is sound and
complete, and that it guarantees the termination of basic superposition for ALCHZ Q.
It turns out that the decomposition rule is quite general and versatile; in Section 3.5
we use it to decide a slightly stronger logic ALCHZ Qb, which allows certain safe role
expressions.

3.2 Eliminating Transitivity Axioms

In this section we show how to eliminate transitivity axioms from a SHZQ knowledge
base KB, by transforming it polynomially into an ALCHZQ knowledge base Q(KB).
Since (K B) is satisfiable exactly when KB is, without loss of generality we restrict our
attention in the remaining sections to ALCHZQ knowledge bases. As one can easily
see from Definition 3.2.2, for a SHZ Q™ knowledge base KB, Q(KB) is an ALCHZ Q™
knowledge base. Therefore, we do not consider very simple roles explicitly in the
definition of 2.

The transformation presented here is similar to the one found in [114], where an al-
gorithm for transforming SHZQ concepts to concepts in ALCZ Qb logic was presented
(ALCZ Qb does not provide role hierarchy, but allows certain types of boolean oper-
ations on roles). Another similar transformation has been presented in [105], where
it is demonstrated, among others, how K4,, (i.e. the multi-modal logic with transi-
tive modalities) formulae can be encoded into K, (i.e. the multi-modal logic without
transitive modalities) formulae.

Definition 3.2.1. For a SHZQ knowledge base KB, let clos(KB) denote the concept
closure of KB, defined as the smallest set of concepts satisfying the following conditions:

o IfC T D€ KBr, then NNF(~C U D) € clos(KB).
o [fC =D e KBr, then NNF(-CLU D) € clos(KB) and NNF(-DUC') € clos(KB).
e IfC(a) € KBy, then NNF(C) € clos(KB).

If C € clos(KB) and D occurs in C, then D € clos(KB).

If <nR.C € clos(KB), then NNF(—=C) € clos(KB).
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o [fVR.C €clos(KB), S C* R, and Trans(S) € KBr, then ¥S.C € clos(KB).

Notice that all concepts in clos(KB) are in NNF. We define next the operator
Q which encodes any SHZQ knowledge base KB into an equisatisfiable ALCHZQ
knowledge base Q(KB).

Definition 3.2.2. For a SHZQ knowledge base KB, let Q(KB) denote the following
ALCHIQ knowledge base:

o Q(KB)gr is obtained from KBg by removing all axioms Trans(R),

o Q(KB)r is obtained by adding to KBt the azriom VR.C T VS.(VS.C) for each
concept VR.C € clos(KB) and role S such that S °”* R and Trans(S) € KBg,

o Q(KB)4 = KB.

Observe that, for any concept C', the number of subconcepts in clos( KB) is bounded
by the number of subexpressions of C. Furthermore, for each concept from clos(KB),
we may generate at most |Ng| axioms in Q(KB)7. Hence, the encoding is polynomial
in |[KB|. Furthermore, it does not affect satisfiability, as we show next.

Theorem 3.2.3. KB is satisfiable if and only if Q(KB) is satisfiable.

Proof. Out of convenience, we use the model-theoretic semantics of SHZQ in this
proof.

(=) Assume that [ is a model of KB, but that [ is not a model of Q(KB), i.e. some
axiom from Q(KB) is not satisfied in I. Since Q(KB)r C KBg and KB1 C Q(KB)T,
such an axiom must have been added in the second point of Definition 3.2.2. Hence,
there is a domain element « such that a € (VR.C)!, but o ¢ (¥S.(VS.C))!. There are
two possibilities:

e There is no domain element 3 for which (a, 3) € ST. Then a € (VS.X)!, regard-
less of X. Hence, o € (VS.(VS.C))! holds, which is a contradiction.

e There is a domain element 3 such that («, 3) € ST. There are two possibilities:

— If no domain element ~ exists such that (3,v) € S, then 8 € (¥S.C). Since
this holds for any 3, we have a € (VS.(VS.C))!, which is a contradiction.

— If there is 7 such that (3,v) € ST, by transitivity of S we have (a, ) € S7.
Since ST € R! and o € (VR.C)!, we have v € C!. Since this holds for
any v, we have 8 € (¥S.C)!. Since this holds for any (3, we have that
a € (VS.(VS.C))!, which is a contradiction.
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Hence, I is a model of Q(KB).

(<) As explained in Section 2.7, without loss of generality we may focus only on knowl-
edge bases with acyclic RBoxes. Let I be a model of Q(KB), and I’ an interpretation
constructed from I as follows:

o NI' = AL

. . . /!
e For each individual a, a! = a’.

e For each atomic concept A € clos(KB), AT = Al
e If Trans(R) € KBg, R = (R")*.
[ If TranS(R) ¢ KBR, RI/ = RI U USE*R,S#R SI/.

Since we may assume that KBy is acyclic, the above induction is well-defined. We
will now show that I’ satisfies every RBox axiom of KB. By construction I’ satisfies all
transitivity axioms in KBr. Furthermore, I’ satisfies each inclusion axiom in KBp: if
R is not transitive, this is obvious from the construction; otherwise, this follows from
the fact that AT U BT C (AU B)" for any A and B. Furthermore, for any role R we
have R C R”', and, if R is simple, then R’ = RI.

For concepts C' and D from clos(KB), let C' < D if and only if C' or NNF(=C)
occurs in D. We now show by induction on < that, for each D € clos(KB), D' € DT’
The relation < is obviously acyclic, so the induction is well-founded. For the base case
when D is an atomic concept A or a negation of an atomic concept —A, the claim
follows immediately from the definition of I’. For the induction step we examine each
possible form D might have:

e D = (C;MCy. Assume for some o we have a € (C; M C2)!. Then a € C{ and
a € CL. By the induction hypothesis, a € C{/ and a € CQI/, soa€ (C1 M CQ)I/.

e D = C;UC,. Assume for some a we have o € (C1UC5)!. Then either a € CY, so
by the induction hypothesis a € Cf ‘orae CZ, so by the induction hypothesis
o€ CQI/. Either way, a € (C1 U C’g)ll.

e D = 3AR.C. Assume for some o we have o € (3R.C)!. Then there is a # such
that (a, 3) € R' and 3 € C, so by the induction hypothesis 3 € ¢!, Since
R" € R", we have (o, 3) € R, s0 a € (3R.C)".

e D = VYR.C. Assume that a € (VR.C)!. If there is no object 8 such that
(a, B) € R, then o € (VR.C)I/. Otherwise, assume there is such a 3. There are
two possibilities:

— (a,8) € R!. Then 3 € C', so by the induction hypothesis 5 € CT'.
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— (o, 3) ¢ RI. Then there must be a role S C* R with Trans(S) € KBg,
and a path (a,v1) € ST, (y1,72) € ST, ..., (ya_1,B) € SI, n > 1. But
then VR.C' C VS.(VS.0) € Q(KB)r, so a € (VS.(¥S.0))! and v, € (VS.C)'.
Furthermore, VS.C C VS.(VS.C) € Q(KB)r, so v; € (VS.0)! for 1 <i < n.
For n — 1 we have 3 € C', so by the induction hypothesis 8 € cr.

Since for any 3, in both cases we have that 3 € C!', we have a € (VR.C)I/.

e D= >nR.C. Assume that o € (> n R.C)!. Then there are at least n distinct
domain elements 3; such that (a,3;) € R and 3; € C', so by the induction
hypothesis 3; € C!'. Since R C R, we have a € (> nR.C)I/.

e D = <nR.C. Since R is simple, R = R". Let E = NNF(~C). Assume
now that o € (< nR.C)!, but a ¢ (< nR.C)!". Then a § must exist such that
(a,f) e R, B¢ C! B¢ c!'.3e Eland 8 ¢ E!. However, since F € clos(KB),
by induction hypothesis we have 3 € EI/, which is a contradiction. Hence,
aec(<nRCO).

Now it is obvious that any ABox axiom of the form C'(a) from KB is satisfied in I”:
since I is a model of Q(KB), we have a! € C!, but since C! C C”', we have a! € CT'.
Also, any ABox axiom of the form R(a,b) from KB is satisfied in I’: since I is a
model of Q(KB), we have (a’,b’) € R!, but since R € R", we have (a,b') € R
For an ABox axiom of the form —S(a,b), S must be a simple role so S = $" and
(al,b") ¢ ST implies (a!,b') ¢ ST'. Finally, any TBox axiom of the form C' C D from
KB is satisfied in I’: since I is a model of Q(KB), we have that A/ C (=C L D)?, but
since (-C'UD)! C (=C'UD)Y, we have A" C (-C'LUD)". Similar arguments hold for
any TBox axiom of the form C' = D. O

Notice that for a of the form (—)A(a) with A an atomic concept, or of the form
(=)R(a,b) with R a simple role, Q(KBU{a}) = Q(KB)U{a}, so KB = « if and only
if Q(KB) = «. Hence, transitivity axioms can be eliminated once, and thus obtained
knowledge base can be used for query answering. Unfortunately, the models of KB and
Q(KB) may differ in the interpretation of complex roles. Therefore, Q(KB) cannot be
used to answer such ground queries where R is a complex role. This is why we restrict
negative ground role atoms in Definition 2.7.1 of SHZQ knowledge bases to simple
roles only.

3.3 Deciding ALCHTIO™

In this section we present in detail each step of the algorithm for deciding satisfiability
of an ALCHZ Q™ knowledge base KB, which we outlined in Section 3.1.
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3.3.1 Preprocessing

The first step in deciding satisfiability of KB is to transform it into clausal form.
Straightforward transformation of 7(KB) into disjunctive normal form has two signif-
icant drawbacks. Firstly, the structure of formulae would be destroyed. Secondly, the
usual transformation into clausal normal form might increase the size of the closure
set exponentially. To overcome these drawbacks, we first apply the structural transfor-
mation [93, 86, 9], also known as renaming. Intuitively, for some first-order formula ¢,
the structural transformation introduces a new name for each subformula of ¢. Thus,
the original formula structure is preserved and, since the number of subformulae of ¢
is linear in the size of ¢, the exponential blowup is avoided.

In the rest, we assume without loss of generality that all ABox concept membership
axioms in KB are expressed using atomic concepts: for each membership axiom C(a)
where C' is not atomic, one may introduce a new atomic concept Ac, add the axiom
Ac C C to the TBox and replace C(a) with Ac(a). Such a transformation is obviously
polynomial, and we call such knowledge bases extensionally reduced.

Definition 3.3.1. Let C be a concept, and A(C') the set of positions p # € of subcon-
cepts of C' such that C|, is neither an atomic concept, nor a negation of an atomic
concept, and for all positions q below p, C|, is either an atomic concept or a negation
of an atomic concept. Def(C) is defined recursively as follows:

{C} ifAC) =10
Def(C) =< {-QUC|,} UDef(C[Q]p) if p € A(C) and pol(C,p) =1
{QU-C|,} UDef(C[Q]p) if p € A(C) and pol(C,p) = —1

where Q is a new globally unique atomic concept. Furthermore, let
Cls(Def(C)) = | Cls(va : my(D, z))
DeDef(C)

For an ACCHZQ knowledge base KB, Z(KB) is the smallest set of closures satis-
fying the following conditions:

e For each abstract role name R € Ng,, Cls(r(R)) C Z(KB).

e For each RBox or ABox axiom « in KB, Cls(m(«a)) C Z(KB).

o For each TBox aziom C T D in KB, Cls(Def(—

e For each TBox aziom C = D in KB, Cls(Def(—
Cls(Def(-D U C)) C E(KB).

In the above definition, for C = C; U ... U C,, one can safely omit the positions
1,...,n in A(C), since this reduces the number of closures generated. For example,
the negation normal form of the axiom =C'T1—=D C dR.T is C U D LU4R. T, which can
be readily transformed into a closure C(x) vV D(z) V R(z, f(x)), without introducing a
new name for the subconcept IR.T.
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Table 3.1: Closure Types after Preprocessing
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Lemma 3.3.2. Let KB be an ALCHIQ knowledge base. Then KB is satisfiable if and
only if Z2(KB) is satisfiable. Furthermore, Z(KB) can be computed in time polynomial
in |KB| for unary coding of numbers in input.

Proof. Let o = Apeper(c) V& + my(C,2). It is easy to see that ¢ is actually the
definitional normal form of ¢ = Vz : m,(C, ) with respect to the set of positions of all
non-atomic subformulae of ¢. By the definition of 7 and Cls, and since transformation
into definitional normal form does not affect satisfiability, it is easy to see that KB and
Z(KB) are equisatisfiable. The inductive step of Def(C) is applied at most once for each
subconcept of C'; so the number of new concepts ) introduced by Def is polynomial
in |C|, and Def(C) can be computed in polynomial time. For each D € Def(C), the
number of function symbols f introduced by the skolemization of Va : my(D,x) is
bounded by the maximal number occurring in a number restriction in D. For unary
coding of numbers, f is linear in |D|, so Cls(D) can obviously be computed in time
polynomial in |D|, thus implying the claim of the lemma. O

Using binary coding, a number n can be represented with [log, n] bits. In this case,
the number of function symbols introduced by skolemization is exponential in the size
of the input, so translation into first-order logic would incur exponential blowup.

By definition of 7 from Table 2.1, it is easy to see that all closures obtained by this
transformation share some common syntactic properties. Table 3.1 lists the types of
closures that Z(KB) may contain.

3.3.2 Parameters for Basic Superposition

For the following definition it is necessary to keep in mind that literals A(¢y,...,t,)
are encoded as A(ty,...,t,) = T, as discussed in Section 2.4. Due to this encoding,
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predicate symbols become function symbols, so atoms can be compared using a term
ordering given below.

Definition 3.3.3. Let BSpy, denote the BS calculus parameterized as follows:

o The term ordering > is a lexicographic path ordering induced over a total prece-
dence >p over function, constant and predicate symbols, such that, for any func-
tion symbol f, constant symbol c, and predicate symbol p, f >pc>pp>p T.

o The selection function selects in each closure C - o every negative binary literal.

In BSpr, we need to compare terms and literals only in closures of types 3—6 and
8 from Table 3.2. It is easy to see that, since LPOs are total on ground terms, and
terms in closures of type 3-6 and 8 have at most one variable, any LPO is total on
non-ground terms from these closures. In this case, one can use a more direct definition
of the literal ordering. We associate with each literal L = sot, o € {~, %}, the triple
cr, = (max(s,t), pr, min(s,t)), where max(s,t) is the bigger of the two terms, pr, is 1
if o is %, and 0 otherwise, and min(s, ¢) is the smaller of the two terms. Then L; > Lo
if and only if cr,, > cr,, where ¢z, are compared lexicographically. An LPO is used to
compare the first and the third position of ¢j, where for the second position we take
1 > 0. It is easy to see that, since > is total on terms, this definition is equivalent to
the one based on two-fold multiset extension, given in Section 2.4.

Ordering and selection constraints in BS are checked a posteriori, that is, after
computing the unifier. This is more general, since some terms may be comparable
only after unification. For example, s = f(z) and ¢ = y are not comparable using
an LPO. However, for o = { — a,y — g¢(f(a))}, we have to > so. The drawback
is that the unifier is often computed in vain, just to determine that constraints are
not satisfied. However, LPOs are total on terms from closures 3-6 and 8, so we may
check ordering and selection constraints a priori, that is, before computing the unifier.
Namely, if s and t are two terms to be compared, they are either both ground or both
have the same, single free variable, so they can always be compared before computing
o. Also, if s > t, then so > to for any substitution o.

3.3.3 Closure of ALCHZQ -closures under Inferences

We now generalize types of closures from Table 3.1 to so-called ALCHZ Q™ -closures
presented in Table 3.2. For a term ¢, with P(¢) we denote a possibly empty disjunction
of the form (—=)Pi(t) V ...V (7)P,(t). With P(f(z)) we denote a possibly empty
disjunction of the form Py (fi(z)) V...V Pu(fm(x)). Notice that this definition allows
each P;i(fi(x)) to contain positive and negative literals. With (¢) we denote that the
term t may, but need not be marked. In all closure types, some of the disjuncts may
be empty. Finally, with ~/% we denote a positive or a negative equality literal.

Lemma 3.3.4. Fach closure from Z(KB) is of exactly one of the types from Table
3.2. Furthermore, for each function symbol f occurring in Z(KB), there is exactly one
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Table 3.2: Types of ALCHZ Q™ -closures

|

R(z,y) V Inv(R)(y,x)
R(z,y) vV S(z,y)

V

]

(z) vV R(z, (f(2)))
(z) V R([f(2)], 2)
1(z) VP2 ((f(2))) vV (fi(z)) =/% (f;(x))
P (2) v Pa(lg(0)]) v Pa((E(g@D)) v V (1) 77 ()
where ¢; and t; are either of the form f([g(z)]) or of the form x
Py (2) VV <R, V Paly) V Vg ~ )
S [R((a), (b)) vV P((£)) V V (t) ~/7 (1)
where ¢, t; and t; are either some constant b or a functional term f;([a])
Conditions:
(i): In any term f(¢), the inner term ¢ occurs marked.
(ii): In all positive equality literals with at least one function symbol,
both sides are marked.
Any closure containing a term f(t) contains Pf(¢) as well.

):
(iv;: In a literal [f;(t)] =~ [f;(t)], role(f;) = role(f;).
)

il

DO | W N —

J

In a literal [f(g(x))] =~ x, role(f) = Inv(role(g)).

For each [fi(a)] = [b] a witness closure of the form R({a), (b)) V D exists,
with role(f;) = R, D does not contain functional terms or negative
binary literals, and is contained in this closure.

closure of type 3 containing f(x) unmarked; this closure is called the R/-generator,
the disjunction Pf(z) is called the f-support, and R is called the designated role for
f and is denoted as role(f).

Proof. The first claim follows trivially from the definition of Z(KB). For the second
claim, observe that each closure of type 3 is generated by skolemizing an existentially
quantified subformula. Since each skolemization introduces a fresh function symbol,
this symbol will be associated with exactly one closure of type 3. O

We now prove the core result that our decision procedure is based upon.

Lemma 3.3.5. Let =(KB) = Ny,...,N; U{C} be a BSpy-derivation, where C is the
conclusion derived from premises in N;. Then C is either an ALCHZ Q™ -closure or it
is redundant in Nj;.

Proof. We first prove the property (maz), determining which literals can be maximal
in closures of types 3, 4, 5, 6 and 8 under ordering and selection function of BSpr:

e In a closure of type 3, the literal R(x, (f(z))) is always maximal.
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e In a closure of type 4, the literal R([f(z)],x) is always maximal.

e In a closure of type 5, the literal of the form (—)P(z) can be maximal only if the
closure does not contain a term of the form f(x).

e In a closure of type 6, only a literal containing a term of the form f([g(z)]) can
be maximal.

e In a closure of type 8, a literal of the form (—)R(a,b), (—)P(a), a = b, or a # b
can be maximal only if the closure does not contain a function symbol.

For closures of type 3 and 4, the claims follow directly from the properties of the
precedence >p from Definition 3.3.3 and the definition of LPO. Furthermore, for any
term ¢, function symbol f, and predicate symbol P, since f >p P and f(t) > t, we
have f(t) = P(t). For a closure of type 5, we have P'(f(x)) = f(x) = P(z), so P(z)
may be maximal only if the closure does not contain a term of the form f(x). For
a closure of type 6, we have P"(f(g(x))) > f(g(x)) = P'(g(z)) > g(x) = P(z), so
only a literal containing a term of the form f(g(xz)) may be maximal. Finally, for
any function symbol f, constants a, b, and ¢, unary predicate symbol P and a binary
predicate symbol R, by the properties of >p we have f(a) = P(b), f(a) = R(b,c) and
f(a) = b. Hence, a literal not containing function symbols can be maximal only if a
closure it occurs in does not contain a function symbol.

We now prove the lemma by induction on the derivation length. By Lemma 3.3.4,
Ny contains only ALCHT Q™ -closures, so the induction base holds. For the induction
step, we examine all possible applications of inference rules of BSpy, to closures in IV;.
We show first that the conclusion has the structure of an ALCHZ Q™ -closure, and later
show that conditions (i)—(vi) hold for it.

Inferences with closures of types 1 and 2. Since negative binary literals are
always selected and superposition into variables is not necessary, closures of type 1
and 2 can participate only as negative premises in resolution inferences with closures
of types 3, 4 and 8. Obviously, the unifier binds the variables x and y to corresponding
terms in the positive premise, and the result is of type 3, 4 or 8.

Inferences between closures of types 5, 6 and 8. Consider any inference be-
tween closures of types 5 or 6 with free variables x and 2/, respectively. Since the
term g(z) in some f([g(z)]) is always marked, terms can be unified only at their root
position. The following pairs of terms from premises can be unifiable:

e zand 2'; f(x) and f(2'); or f([g(x)]) and f([g(2")]). The unifier is ¢ = {z > 2'},
and the conclusion is obviously a closure of type 5 or 6. Notice that superposition
from f(g(z)) =~ x into f(g(z')) % «' results in 2’ % 2/, which can eagerly be
eliminated by reflexivity resolution.
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e z and g(2'); or f(z) and f([g(2")]). The unifier is 0 = {x — g(2’)}, and the
conclusion is also a closure of type 5 or 6.

Inferences between closures of type 6 and 8 are not possible since a term of the
form f(g(x)) does not unify with a term of the form a or f(a). For closures of type 5
and 8, the unifier may be 0 = {x + a} or 0 = {z — f(a)}, and the conclusion is of
type 8. Inferences between closures of type 8 have an empty unifier and the conclusion
is trivially of type 8.

Inferences with a closure of type 7. Since all binary literals are always selected,
a closure of type 7 can participate only in a hyperresolution inference as the main
premise C. The side premises can have the maximal literals of the form R(x;, (fi(x;))),
R([gi(zi)],xi) or R({a), (bi)). These combinations are possible:

e Assume there are two (or more) side premises with the maximal literal of the
form R([gi(x;)],x;). Without loss of generality these premises may be assigned
indices 1 and 2. Since gi(x1) and g2(z2) must be unified with x, o contains
mappings y1 — 21,y2 — o1 and x3 — 1. Since C contains a literal y; ~ y; for
each pair of ¢ and j, the conclusion contains z; =~ x; and is a tautology.

e Assume the first side premise has the maximal literal of the form R([g(z')],z’).
Since g(z') does not unify with a constant, no side premise may be of type 8. The
unifier o is of the form z — g(2),z; — g(2'), 11 — 2/, y; — fi(g(2')),2 < i < n.
If n =1, the conclusion is of type 5; otherwise it is of type 6.

o Assume all side premises have the maximal literals of the form R(z;, (fi(x;)))-
The unifier o is of the form x; — x,y; — fi(x) and the conclusion is of type 5.

e Assume some side premises have the maximal literal of the form R(z;, (fi(zi)))
for 1 <1i <k, and R({a), (b;)) for k <i <n (all ground premises must have the
same first argument in the maximal literal since all these arguments should unify
with z). The unifier o contains mappings of the form x — a,z; — a,y; — fi(a)
for 1 <i<kandy; — b; for k+1 <17 <n. The conclusion is of type 8.

Superposition into a closure of type 3. The only remaining possible inference is
superposition into a closure of type 3 with the free variable 2’. By condition (maz),
(w = v) - p can only be the literal R(2’, f(z)) with R being the designated role for f.
There are these possibilities:

o (CVs=~t)-pisaclosure of type 5, 6 or 8 with (s & t)-p of the form [f(¢)] = [g(¢)].
The unifier o is {2/ — ¢}, so the conclusion is S = Pf([t]) vV R([:], [g(+)]) vV C - p,
where P&([¢]) C C - p. By Condition (iv), the RY9-generator P9(y) V R(y, g(y)
exists, so it subsumes S by the substitution {y — ¢}.
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e (CVs~t)-pisa closure of type 6 with (s & t)-p of the form [f(g(z))] ~ . The
unifier o is {2’ — g(x)}, so the conclusion is S = Pf([g(x)]) vV R([g(z)],z)VC - p,
where P8(z) C C - p. By Condition (v), the closure P8(y) V R([g(y)] ,y) exists,
so it subsumes S by the substitution {y — x}.

o (CVs~t)-pisa closure of type 8 with (s = t) - p of the form [f(a)] = [b]. The
unifier o is {2’ — a}, so the conclusion is S = P¥([a]) v R([a],[b]) V C - p. By
Condition (vi), a witness of the form R({a), (b)) V D, where D C C'p, exists, and
it subsumes S by the empty substitution. If the witness has been subsumed by
some other closure, then, since the subsumption relation is transitive, this other
closure subsumes the conclusion.

In all cases, the superposition conclusion is subsumed by an existing closure, so a
superposition into a closure of type 3 is always redundant.

Equality factoring. Ordering constraints allow optimizing the application of equal-
ity factoring. Only closures of types 5, 6 or 8 are candidates for equality factoring.
The premise has the form (C'V s ~ ¢tV s ~ t') - p, where sp ~ tp is maximal with
respect to CpV s'p = t'p, tp * sp, and t'p # s'p. The unifier o is always empty. If we
assume that simplification by duplicate literal elimination is applied eagerly, we safely
conclude that (s ~ t) - p is strictly maximal, so ¢ and ¢ cannot be T. Hence, terms
sp, tp, s'p and t'p are either all ground or all contain the same free variable x. The
ordering > is total on such terms, so we may rewrite ordering constraints as tp < sp
and t'p < s'p. By the fact that sp &~ tp is strictly maximal, we conclude that tp = t/p.

Consider now the case where all equalities involved in the inference are marked, so
s, t, s and t’ are variables. This is the case for all closures of type 5 and 6, and some
closures of type 8. The conclusion has then the form (CVt#Zt' Vs ~t')-p, where t
is a variable and ¢p = t'p. Thus, the conclusion is a basic tautology and is redundant.

Hence, provided that duplicate literal elimination is applied eagerly, equality factor-
ing is redundant for all closures, apart from closures of type 8, where it can be applied
to equalities of the form (a) ~ (b) with at least one non-marked term. Depending on
the marking, equality factoring either yields a basic tautology which is redundant or
a closure of type 8. Notice that a closure of type 8 might contain disjunctions of the
form R([a],b) V R(a,[b]), to which duplicate literal removal does not apply directly
due to incompatible markers. However, we assume that in such a case the markers are
eagerly retracted, i.e. the disjunction is converted into R(a,b) V R(a,b) which is then
collapsed into R(a,b).

Reflexivity resolution. Reflexivity resolution can only be applied to a closure of
type 5, 6 and 8 with the empty unifier, so it produces a closure of type 5, 6 or 8. Since
the unifier is always empty, the conclusion subsumes the premise, so this inference
should be applied eagerly.
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Conditions. From the above case analysis, one may observe that the following prop-
erty (uni) hold: closures of type 3, 4 and 5 with a free variable = participate in in-
ferences only with a unifier containing mappings = — z’, z — g(z’), x — f(g(2')) or
x +— a. We now show that all conditions from Table 3.2 hold for each non-redundant
inference conclusion.

Condition (7): If a closure C satisfies Condition (i), by the property (uni) the
unifier 0 may only instantiate x. Hence, C'o will satisfy (i) as well. Since no inference
removes markers from functional terms, Condition (7) holds for any conclusion.

Condition (#7): All positive equality literals with at least one function symbol are
generated by hyperresolution with a closure of type 7, so all terms in positive equalities
in the conclusion are marked. Since no inference removes markers from the roots of
the terms occurring in equalities, Condition (i) holds for any conclusion.

Condition (74): If a closure C' contains f([¢]) and satisfies Condition (i), by the
property (maz) literals from P¥([t]) cannot participate in an inference. Furthermore,
by the property (uni), any variable z is instantiated simultaneously in f([t]) and
P/([t]). Since no inference adds new functional terms in the conclusion, Condition
(éi1) holds for any conclusion.

Conditions (i) and (v): All equality literals with functional terms are generated
by hyperresolution with the nucleus C' of type 7. Since the role R occurring in C'is very
simple, a closure of type 3 or 4 cannot be resolved with a closure of type 2. Hence, for
all electrons of the form Pf(z) v R(z, (f(z))) we have role(f) = R, and for an electron
of the form P&(z) VvV R([g(x)],z) we have role(g) = Inv(R). Hence, Conditions (iv) and
(v) are satisfied for each conclusion of a hyperresolution inference. Furthermore, by
Condition (4i) superposition into equality literals with functional terms is not possible,
and in any literal [f;(z)] = [f;(x)] the variable x is instantiated simultaneously. Hence,
Conditions (i) and (v) hold for each conclusion of any inference.

Condition (vi): All literals of the form [f(a)] ~ [b] are generated by hyperresolution
involving an electron E; of type 8 with the maximal literal R((a), (b)) and an electron
By of type P¥(x) vV R(x, (f(x))). Since R occurring in such C must be very simple, a
closure of type 8 cannot be resolved with a closure of type 2, so role(f) = R. Since
the literal R({a), (b)) is maximal in FE, by the property (maxz) no literal from E;
contains a functional term, and E» does not contain a negative binary literal. Hence,
the conclusion satisfies Condition (vi). Assume now that Condition (vi) holds for some
closure C, where D is a witness of [f(a)] & [b]. Since no literal from D is functional
or is a negative binary literal, by the property (max) no literal from C' occurring in D
may participate in an inference, so all literals are present in the conclusion. Finally,
both sides of the all equality literals containing functional terms are marked, so each
equality literal with functional terms derived in an inference must always occur in some
of the premises. Hence, Condition (vi) holds for each conclusion. d

The following corollary can be easily shown by inspecting the proof of Lemma 3.3.5:

Corollary 3.3.6. If a closure of type 8 participates in a BS pr, inference in a derivation
from Lemma 3.3.5, the unifier o contains only ground mappings of the form z — a
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and x — f(b), and the conclusion is a closure of type 8. Furthermore, a closure of
type 8 cannot participate in an inference with a closure of type 4 or 6.

The following corollary is useful for optimizing certain algorithms we present later.

Corollary 3.3.7. Let KB be an ALCHZIQ™ knowledge base, containing neither at-
most number restrictions occurring under positive, nor at-least number restrictions
occurring under negative polarity. Then, in a saturation of 2(KB) by BSpr,, closures of
type 8 do not contain functional terms. Furthermore, a closure of type 8 can participate
in an inference only with closures not containing functional terms.

Proof. For a KB as in the corollary, with (*) we denote the fact that each closure of
type 7 in Z(KB) contains exactly one literal =R(z,y) and does not contain equality
literals. Now the claim of the corollary can be shown by induction on the derivation
length. The base case is obvious, since all ABox closures in Z(KB) = Ny are of type
from Table 3.1, so they do not contain functional terms. For the induction step, we
consider all inferences generating a closure of type 8 in N;;1. A closure with an equality
literal containing a functional term might be generated only by a hyperresolution with
a closure of type 7 containing equality literals, but this is not possible by (*). A literal
(=)C([g(a)]) might be derived by hyperresolving a closure of type 7 with an electron
of type 3 and of type 8, but this is again not possible by (*). The only remaining
possibility to derive a literal (=)C([g(a)]) is by superposition from [f(a)] ~ [g(a)] into
(=)C(f(z)), but this is not possible, since NNV; does not contain equality literals with
functional terms. Finally, since a closure of type 8 does not contain a functional term,
it can participate in an inference only with a literal not containing a functional term.
Since such a literal must be maximal, it may occur only in a closure not containing a
functional term. O

3.3.4 Termination and Complexity Analysis

We show that the number of ALCHZ Q™ -closures is finite for a finite signature. This,
in combination with Lemma 3.3.5 and the soundness and completeness of BS pj, shows

that BSpr, with eager application of redundancy elimination rules, is a decision pro-
cedure for checking satisfiability of ALCHZ Q™ knowledge bases.

Lemma 3.3.8. Let N; be any closure set obtained in a derivation as defined in Lemma
3.8.5. If C is a closure in N;, then the number of literals in C' is at most polynomial in
|KB|, for unary coding of numbers in input. Furthermore, |N;| is at most exponential
in |KB|, for unary coding of numbers in input.

Proof. By Lemma 3.3.5, N; can contain only ALCHZ Q™ -closures. Since redundancy
elimination is applied eagerly, IN; cannot contain closures with duplicate literals or
closures identical up to variable renaming. Let r denote the number of role predicates,
a the number of atomic concept predicates, ¢ the number of constants and f the number
of function symbols occurring in the signature of Z(KB). By definition of |KB|, r and
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¢ are obviously linear in |KB|. Furthermore, a is also linear in |KB|, since the number
of new atomic concept predicates introduced during preprocessing is bounded by the
number of subconcepts of each concept, which is linear in |KB|. The number f is
bounded by the sum of all numbers n in > n R.C' and < n R.C plus one for each 3R.C
and VR.C occurring in KB. Since numbers are coded in unary, f is linear in |KB|. Let
n denote the maximal number occurring in any number restriction. For unary coding
of numbers, n is linear in |KB].

Consider now the maximal number of literals in a closure of type 5. The maximal
number of literals for Py () is 2a (factor 2 allows for each atomic concept predicate to
occur positively or negatively), for Po((f(z))) it is 2a - 2f (f is multiplied by 2 since
each term may or may not be marked), for equalities it is f? (both terms are always
marked), and for inequalities it is 42 (factor 4 allows for each side of the equality to
be marked or not). Hence, the maximal number of literals is 2a+4af + f2+4f2. For a
closure of type 6, the maximal number of literals is 2a+2a+4af + (f2+f)+(4f>+2f):
possible choices for g do not contribute to the closure length, and the expressions in
parenthesis take into account that each term in an equality or an inequality can be
fi(g(x)) or z. For a closure of type 8, the maximal number of literals is 2r - 2¢ - 2¢ +
2a-2c+2a-2f -c+2-(4c2 +c- f2+cf - 2¢): the factor 2 in front of the parenthesis
takes into account that equalities and inequalities may have the same form, and the
expression in the parenthesis counts all possible forms these literals may have. The
maximal number of literals of closures of type 1 and 2 is obviously 2, and for closures
of type 3 and 4 it is a+1. For a closure of type 7, the number of variables y; is bounded
by n: each such closure in Z(KB) contains at most n variables, and no inference steps
increases the number of variables. The maximal number of literals in a closure of type
7 is n44c+n?, since the choice for R does not contribute to the closure length. Hence,
the maximal number of literals in any closure is polynomial in |KB|, for unary coding
of numbers.

The maximal number of closures of type 1-6 and 8 in N; is now easily obtained as
follows: if Cy is the closure with maximal number of literals £ for some closure type,
then there are 2¢ subsets of literals of Cy. To obtain the total number of closures, one
must multiply 2¢ with the number of closure-wide choices. For closures of type 6, the
function symbol g can be chosen in f ways. For closures of type 3 and 4, one can choose
R and f in rf ways. For closures of type 1, one can choose R in r ways. For closures
of type 2, one can choose R and S in 72 ways. Since all these factors are polynomial
in |KB)| for unary coding of numbers, we obtain an exponential bound on the number
of closures of types 1-6 and 8. Finally, no inference derives a new closure of type 7, so
N; contains only those closures of type 7 which are contained in Z(KB). O

Theorem 3.3.9. For an ALCHZQ™ knowledge base KB, saturation of Z(KB) by
BSpr with eager application of redundancy elimination rules decides satisfiability of
KB and runs in time exponential in |KB|, for unary coding of numbers in input.

Proof. Translation of KB into Z(KB) can be performed in time polynomial in | KB| by
Lemma 3.3.2, and contains only ALCHZ Q™ -closures by Lemma 3.3.4. Let ¢ denote the
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maximal number of closures occurring in the closure set in a derivation as specified in
Lemma 3.3.5, and let [ denote the maximal number of literals in a closure. By Lemma
3.3.8, £ is exponential, and [ polynomial in |KB|, for unary coding of numbers. Since
all terms are unary, ordering constraints can be checked in time polynomial in [. In
[46], a subsumption decision algorithm was presented, running in time exponential in .
Furthermore, the subsumption check is performed at most for each pair of closures, so
it takes at most exponential time. Apart from ordered hyperresolution with a closure
of type 7, each of the four inference rules can potentially be applied to any closure
pair. Since for closures other than of type 7 exactly one literal is maximal/selected,
this gives rise to at most 4¢2 inferences. For a hyperresolutiuon inference with a closure
of type 7, n side premises can be chosen in £ ways. Hence, the number of applications
of inference rules of BSpy, is bounded by 4¢% + ¢, which is exponential in |KB| for
unary coding of numbers in input. Now it is obvious that, after at most an exponential
number of steps, the set of closures will be saturated, and the procedure will terminate.
Since BSpy, is sound and complete with eager application of redundancy elimination
rules, the claim of the theorem follows. O

In the proof of Theorem 3.3.9, we assumed an exponential algorithm for checking
subsumption. In practice, it is known that modern theorem provers spend up to
90% of their time in subsumption checking, so an algorithm with a better worst case
complexity on ALCHZQ -closures is useful in practice.

Lemma 3.3.10. Subsumption checks for ACCHZQ™ -closures may be performed in
polynomial time.

Proof. In [46] it was shown that subsumption between closures having at most one
variable can be checked in polynomial time. This algorithm can be easily extended
to additionally check n-reducibility, so subsumption checking for closures of type 3,
4, 5, 6 and 8 can be performed in polynomial time. Checking whether a closure of
type 1 or 2 subsumes some other closure can be performed by matching the negative
literal first, and then checking whether the positive literal matches as well, which can
be performed in quadratic time.

Let C and C’ be two closures of type 7. For C' to subsume C’, the only possibility
is that o contains mappings y; — y, and = — z’. Hence, C' subsumes C’ only if the
number of variables y; in C is smaller than in C’, both closures contain the same role
R, and the predicates occurring in Py (x) and P2(y) of C are a subset of the predicates
occurring in C’, respectively. These checks can obviously be performed in polynomial
time. O

3.4 Removing the Restriction to Very Simple Roles

In this section we show how to remove the restriction to very simple roles and thus
obtain an algorithm for deciding satisfiability of an ALCHZ Q knowledge base KB. Our
main problem is that by saturating Z(KB), we may obtain closures whose structure
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corresponds to the Table 3.2, but for which conditions (#i)—(vi) do not hold; we call
such closures ALCHZ Q-closures.
Consider the following knowledge base KB and its translation into closures Z(KB):

RCT —R(z,y) vV T(z,y) (3.1)
SCT =S(z,y) VT (x,y) (3.2)
CC3RT -C(z)V R(z, f(z)) (3.3)
TC3S™.T S~ (z,9(x)) (3.4)
TCS1IT ~ —T(z,y1) VT(z,y2) Vy1r = Y2 (3.5)
IS TC D =S(z,y) vV D(x) (3.6)
JR.T C -D —R(z,y)V-D(x) (3.7)
TCC C(x) (3.8)

=S (z,y) V S(y, x) (3.9)

Consider a saturation of Z(KB) by BSpr. Resolving (3.4) with (3.9) yields (3.10).
Furthermore, (3.3) and (3.10) are resolved with (3.1) and (3.2) to produce (3.11) and
(3.12), respectively. These can then be resolved with (3.5) to produce (3.13):

S(lg(@)], =) (3.10)

~C(z) v T(z, [f()]) (3.11)
T(lg(x)],x) (3.12)

~C(lg@)) v [f(g(x)] ~ = (3.13)

For (3.13), Condition (v) is not satisfied: role(f) = R # Inv(role(g)) = Inv(S™) = S.
Obviously, this is because in (3.5), a number restriction was stated on a role that is
not very simple. Now (3.13) can be superposed into (3.3), resulting in (3.14):

~C(lg()]) v R(lg(z)], x) (3.14)

Since condition (v) is not satisfied for (3.13), we cannot assume that there is a
closure that subsumes (3.14), as we did in the proof of Lemma 3.3.5. Hence, we must
keep (3.14), which is obviously not an ALCHZ Q-closure. This might cause termination
problems, as, in general, (3.14) might be resolved with some closure of type 6 of the
form C([g(h(z))]), producing a closure of the form R([g(h(z))],[h(z)]). The term
depth in the binary literal is now two, and it is not difficult to see that, by resolving
it with some closure of type 7, it is possible to derive closures with ever deeper terms.
Hence, Lemma 3.3.8, stating that the number of closures that can be derived is finite,
does not hold any more, so saturation does not necessarily terminate.

A careful analysis of the problem reveals that various refinements of the ordering
and the selection function will not help. Furthermore, (3.14) is necessary for complete-
ness. Namely, KB is unsatisfiable, and the empty clause may be derived only by the
following deduction, which involves (3.14):
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D([g(=)]) (3.15)

~D([g()]) vV ~C([g(x)]) (3.16)
~C([g(2)]) (3.17)

O (3.18)

3.4.1 Transformation by Decomposition

To remedy the problems outlined above, we introduce decomposition — an additional
transformation which may be applied to the result of any BS inference. This trans-
formation is generally applicable and is not limited to ALCHZQ or description logic.
We show that decomposition can be combined with basic superposition, but in a sim-
ilar way one can show that decomposition can be combined with any clausal calculus
compatible with the general notion of redundancy [14]. In Subsection 3.4.2 we extend
BS pr, with decomposition to obtain a decision procedure for ALCHZ Q.

In the following, for x a vector of distinct variables z1,...,z,, and t a vector
of (not necessarily distinct) terms t1,...,%,, let {x +— t} denote the substitution
{z1—t1,..., 2y — t,}, and let Q([t]) denote Q([t1],. .., [tn])-

Definition 3.4.1. Let C - p be a closure and N a set of closures. A decomposition of
C-p w.r.t. N is a pair of closures C1-pV Q([t]) and Cy -0V —Q(x) where t is a vector
of n terms and x is a vector of n distinct variables, n > 0, such that (i) C = Cy U Cq,
(ii) p = 0{x — t}, (iii) the set of free variables of C20 is equal to x and, (iv) if
Cy-0V Q' (x) € N, then Q = Q', otherwise Q is a new predicate not occurring in N.
The closure Cy - 0 is called the fixed part, the closure C1 - p is called the variable part,
and the predicate () is called the definition predicate. An application of decomposition
is often written as

Ci-p VvV Q([t])
Cp = Gy v -0)

With BS™ we denote the BS calculus where (a) the conclusion of any inference
performed on a non-definition predicate can be replaced by its decomposition w.r.t. the
set of closures derived thus far, (b) in each saturation only a finite number of definition
predicates is introduced, and (c) definition predicates are smaller than non-definition
predicates.

As an example, consider superposition from a closure [f(g(z))] =~ [h(g(x))] into a
closure C(z) V R(z, f(x)), resulting in a closure C([g(z)]) V R([g(z)], [h(g(z))]). The
conclusion is obviously not an ALCHZ Q-closure, so performing further inferences with
it might lead to non-termination. However, the closure can be decomposed into closures
C([g(2)])VQr.¢(l9(x)]) and =Qr, f(x)VR(x, [h(x)]), which are both ALCHT Q-closures,
and do not cause termination problems. We first show that BS™ is sound.



50 3. Deciding SHZ Q by Basic Superposition

Lemma 3.4.2. Let Ny, ..., N; be a BST-derivation, and let Iy be a model of Nog. Then
fori > 1, N; has a model I; such that, if the inference deriving N; from N;_1 involves
a decomposition step as specified in Definition 3.4.1 introducing a new predicate Q,
then I; = I;_1 U{Q(s) | s is a vector of ground terms such that Co0{x — s} is true in
I;_1}; otherwise I; = I;_4.

Proof. The proof proceeds by induction on the length of the derivation N,...,N;.
The base case is trivial, since Ij is a model of Ny by the assumption. For the induction
step, we assume that V;_; has a model I;,_; satisfying the conditions of the lemma
and consider possible inferences deriving N;. For inferences without a decomposition
step, the claim is trivial. For example, consider a positive superposition inference from
(s~tVvC)-pinto (w~ vV D)-p with unifier o resulting in (C'V DV wlt], = v) - 0,
where 6 = po, and let 7 be a ground substitution. If (s ~ ¢) - 07 is false in I;,_;, then
C' - 01 is true in [;_1; if (w = v) - 07 is false in I;_;, then D - 67 is true in [;_;; and if
both (s ~ t) - 07 and (w =~ v) - 7 are true in I;_1, then (w[t], = v) - 07 is true in I;_;.
The cases for other inference rules are similar.

If the inference deriving N; from N;_; involves a decomposition step, then two
cases are possible. If the predicate @) is new, then I;_1 can be extended to I; by adding
those ground literals Q(s) for which C20{x + s} is true in ;_;. Hence, for any ground
substitution 7, in Cy - 07V =Q(x)7 either Cy - 07 or =Q(x)7 is true in I;. Furthermore,
if C- pr is true in I;_1, then Cy - p7 V Q([t])T is obviously true in I;. If the predicate @
is not new, then I; = I;_;. Then, by the induction hypothesis Q(s) is true if and only
if C20{x — s} is true, and C; - p7 V Q([t])7 is true in [; as in the previous case. [

We now show that, if the result of an inference is decomposed in a way that makes
the literals involving () minimal, then the fixed and the variable part together make
the inference redundant. This is the key step in showing completeness of BS™.

Lemma 3.4.3. Let & be a BS inference applied to premises Dy - o and Ds - o from a
closure set N on a literal not containing a definition predicate, resulting in a closure
C-p. If C - p can be decomposed into closures Cy - pV Q([t]) and Cs -0V —Q(x) which
are both redundant in N, then the inference £ is redundant in N .

Proof. Let & be an inference with premises D; -¢ and Ds - ¢ resulting in a closure C - p,
R a rewrite system, and 7 a ground substitution such that &7 is a variable irreducible
ground instance of £ w.r.t. R. Let By = (C1-pV Q([t]))T and Ey = (Cy- 0V —-Q(x))T.
Finally, let D = max(D; - o1, Dy - 0T).

It is not hard to see that, for any conclusion C - p7 of a ground BS inference &7,
we have C - pr < D. Namely, the side premise participates in an inference always
on the maximal literal L; which is, by the ordering constraints of BS inference rules,
always smaller than the corresponding literal L,, of the main premise. Furthermore,
superposition inferences are allowed only from the maximal side of the equality, so the
literal L], produced by superposition of L into L, is always smaller than L,,. Similar
observations hold for non-superposition inferences. Hence, L, < C - p7 < Ly,.
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By Definition 3.4.1, all definition predicates are smaller than non-definition pred-
icates, so Q(x)r < L/, and Q([t])r = L],. Hence, £y = L, < L, < D and
Ey, X LI, < L, = D. Notice that, unless definition predicates are required to be
smallest, decomposition might introduce a literal which is bigger than the literals in
the premises; this is the reason for restriction (¢) of Definition 3.4.1. Furthermore, if £
is performed on a literal containing a decomposition predicate @), then decomposition
might introduce a predicate @ which is larger than ’; this is the reason for restriction
(a) of Definition 3.4.1.

Now the vector of terms t is “extracted” from the substitution part of C-p. Hence,
if a term ¢ occurs in E7 and Es at a substitution position, then ¢ occurs in C - p7 also
at a substitution position. Therefore, if C - p7 is variable irreducible w.r.t. R, so are
E1 and EQ.

To summarize, for all rewrite systems R and all ground substitutions 7 such that
&7 is a variable irreducible ground instance of £ w.r.t. R, the closures E; and Fo
are <-smaller than D, and they are variable irreducible w.r.t R if C' - p7 is variable
irreducible w.r.t R. The closure C; - p V Q([t]) is redundant in N by assumption, so
RUirredg(N)2F1 |= By but, since By < D, we have RUirredg(N)=P |= E;. Similarly
RUirredp(N)=P |= Ey. Since {E1, Ex} = C - pr, we have RUirredr(N)=P = C - pr,
so the claim of the lemma holds. O

We are now ready to show that BS™ is a sound and complete refutation calculus.

Theorem 3.4.4. For Ny a set of closures of the form C-{}, let N be a set of closures
obtained by saturating No under BS™T. Then Ny is satisfiable if and only if N does not
contain the empty closure.

Proof. The (=) direction follows immediately from Lemma 3.4.2. For the (<) di-
rection, assume that N is saturated under BS™ and contains only a finite number
of definition predicates. Then, by Lemma 3.4.3, N is saturated under BS as well,
so using the model generation method, we can build a rewrite system R, such that
R* = irredr(N). Unlike for basic superposition without decomposition, the set of
closures N does not need to be well-constrained, so we cannot immediately assume
that R* is a model of N. However, we may conclude that R* = irredg(/Ny): consider
a closure C € Ny and its variable irreducible ground instance C7. If C' € N, then R*
is obviously a model of Cr. Furthermore, C' ¢ N only if it is redundant in N, but
then, for any 7, there are variable irreducible ground closures D;7 € irredg(N) such
that Dy7,...,D,7 = C7. Hence, since R* = D;7 by assumption, we have R* = C1
as well.

Now consider a closure C' € Ny and its (not necessarily variable irreducible) ground
instance C7. Let 1 be a substitution obtained from 7 by replacing each mapping = + t
with & +— nfg(t). Since the substitution part of C' is empty, Cn’ € irredgr(Np) and,
since R* = Cn/, we have R* = Cn. Hence, R* = Ny, and by Lemma 3.4.2, there is a
model of N. O
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We explain the intuition behind the result of Theorem 3.4.4. Decomposition is
essentially the structural transformation applied in the course of the theorem proving
process. Since the formulae obtained by the structural transformation are equisatisfi-
able with the original formula, the application of the structural transformation does
not affect soundness of completeness of the calculus. The only potential problem might
be that decomposition somehow interferes with markers of basic superposition. This
does not occur since, for any rewrite system R, decomposing C' - p into C; - p V Q([t])
and Cy -0V —Q(x) actually decomposes any variable irreducible ground instance of the
premise into corresponding variable irreducible ground instances of the conclusions.
In this way, we do not loose any variable irreducible ground instance “relevant” for
detecting potential inconsistency of the closure set. It is worth mentioning that in a
rewrite system R, closures C1-pVQ([t]) and C2-0V—Q(x) can have variable irreducible
ground instances which do not correspond to a variable irreducible ground instance
of C'- p. However, this “excessive” variable irreducible ground instances do not cause
problems, since decomposition is a sound inference. The restriction to introducing a
finite number of definition predicates ensures that we do not get an infinite signature
of the closure set, which might invalidate the basic assumptions of resolution-based
theorem proving.

For any other sound clausal calculus, Lemma 3.4.2 applies identically. Furthermore,
for any calculus compatible with the standard notion of redundancy [14], Lemma 3.4.3
can be proved in a similar manner with minor differences.

3.4.2 Deciding ALCHZQ by Decomposition

We now show how to apply the decomposition rule from Subsection 3.4.1 to obtain a
decision procedure for checking satisfiability of ALCHZQ knowledge bases.

Definition 3.4.5. Let BSBL be the BSpr, calculus where conclusions, whenever pos-
sible, are decomposed as follows, for an arbitrary term t:

D-p Vv Qry(lt])

DV RILIOD ~ o 8 R )

D-pV R([f(z)],z) ~ - ,(I/)) gl(n[}f)ﬁ( ))

The precedence of the LPO is f >pc>pp>p Qgs,r >p T, for any function symbol f,
constant symbol c, non-definition predicate p and definition predicate Qg s.

By Definition 3.4.1, for a (possibly inverse) role S and a function symbol f, the
definition predicate Qg ; is unique. Furthermore, a strict application of Definition
3.4.1 would require introducing a distinct definition predicate Q% , for R([f(2)], ).
However, due to the translation operator m, R([f(z)],z) and |nV(R>(.%', [f(x)]) are
logically equivalent. Therefore, the predicate Q) (r),y may be used instead of Q
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as the definition predicate for R([f(x)],z), thus avoiding the need to introduce an
additional definition predicate in the second form of decomposition in Definition 3.4.5.

Intuitively, BS$ 1, decides satisfiability of ALCHZQ knowledge bases because de-
composition replaces a non-ALCHZ Q-closure with two ALCHZ O-closures. Further-
more, since the definition predicate Qg ¢ is unique for a pair of role and function
symbols R and f, at most a polynomial number of definition predicates may be intro-
duced during saturation, so the result of Theorem 3.4.4 applies. Since the number of
ALCHZ Q-closures is finite according to Lemma 3.3.8, BSE ;, terminates.

Theorem 3.4.6. For an ALCHZQ knowledge base KB, saturation of 2(KB) by BST,;
decides satisfiability of KB, and runs in time exponential in |KB|, for unary coding of
numbers in input.

Proof. The proof of Lemma 3.3.5 obviously applies even if conditions (iii)—(vi) from
Table 3.2 do not hold; the only exception is a superposition into a generator closure
Pf(x) vV R(z, f(x)). For the latter, there are these three possibilities, depending on the
structure of the premise that superposition is performed from:

e Superposition from a closure of type 5, 6 or 8 of the form [f(t)] = [¢(¢)] V D - p,
where ¢ is either a variable 2, a term g(x) or a constant a, results in a closure
of the form P¥([t]) v R([t],[g(t)]) V D - p, which is decomposed into a closure of
type 3 and a closure of type 5, 6 or 8.

e Superposition from a closure of type 6 of the form [f(g(z))] = 2’V D p results in
a closure of the form Pf([g(2")])V R([g(z')] , ")V D-p. This closure is decomposed
into a closure of type 4 and a closure of type 5 or 6. Since R([g(z)],2’) and
Inv(R)(2',[g(2")]) are logically equivalent due to the translation operator 7, the
predicate Qiny(r),r can be used as the definition predicate for R([g(x")],2").

e Superposition from a closure of type 8 of the form [f(a)] ~ [b] V D - p results in
a closure of the form Pf(a) v R([a], [b]) V D - p, which is of type 8.

Hence, by decomposition, the conclusion of each inference of BSE ;, is transformed
into an ALCHZ Q-closure. Let r be a number of roles and f the number of function
symbols occurring in E(KB); as in Lemma 3.3.8, both r and f are linear in |KB| for
unary coding of numbers. The number of definition predicates Qg s introduced by
decomposition is then bounded by r - f, which is quadratic in |KB|, so the number of
different predicates is polynomial in |KB|. Hence, Lemma 3.3.8 applies in this case
as well, so the maximal set of closures derived in a saturation is at most exponential
in |KB| for unary coding of numbers. After deriving this set, all inferences of BS},,
are redundant and the saturation terminates. Since only a finite number of definition
predicates are introduced, by Theorem 3.4.4, BSEL is sound and complete, so the
claim of this theorem follows. O

Although this result supersedes the Theorem 3.3.9, in practice it is useful to know
that, for roles not having superroles, superposition into a generator is not necessary. In



54 3. Deciding SHZ Q by Basic Superposition

this way a practical implementation can be optimized not to perform inferences whose
conclusions are immediately subsumed.

We note that for most knowledge bases, not all predicates Qg ; will occur in a
derivation. Rather, only predicates from the set dec(KB), defined next, may be intro-
duced by decomposition:

Definition 3.4.7. For an ALCHZQ knowledge base KB, dec(KB) is the set of those
predicates Qg ¢, for which R # role(f) and there exists a role S such that:

e S occurs in an at-least number restriction under positive, or in an at-most number
restriction under negative polarity in KB,

e RC*S orlnv(R)C* S and
o role(f) C* S or Inv(role(f)) C* S.

Furthermore, let gen(KB) = {=Qr,s V R(z,[f(z)]) | Qr,s € dec(KB)}.

Lemma 3.4.8. In any saturation of Z(KB) by BS};, only predicates from dec(KB)
can be introduced by the decomposition rule.

Proof. A predicate Qg s is introduced by decomposing the conclusion of a superpo-
sition into a generator P8(x) V R(x,g(z)) from a literal of the form [g(f(x))] ~ =
where role(g) # Inv(role(f)), or [g(t)] =~ [f(t)] where role(g) # role(f). However, such
a literal can only be generated by a resolution with a closure of type 7, obtained by
translating an at-least restriction on some role .S into clausal form. Unless R C* S or
Inv(R) C* S, the function symbol g cannot occur in any literal of the form [g(f(x))] =~ =
or [g(t)] = [f(t)]. Similarly, unless role(f) C* S or Inv(role(f)) C* S, the function sym-
bol f cannot occur in any such literal either. O

The sets dec(KB) and gen(KB) are used in the algorithm for reducing an ALCHZ Q
knowledge base KB to a disjunctive datalog program presented in Chapter 5.

3.5 Safe Role Expressions

The decomposition rule introduced in Subsection 3.4.1 is actually very versatile, and
can be used to decide a stronger logic ALCHZ Ob, which additionally allows a certain
type of safe role expressions.

Definition 3.5.1. A role expression is a finite expression built over the set of abstract
roles using the connectives U, M and — in the usual way. Let safe™ and safe™ be
functions defined on the set of all role expressions as specified below, where R is an
abstract role, and E and E; are role expressions:

safet(R) =T safe” (R) = L
safe” (- F) = —safe” (E) safe” (—F) = —safet (E)
safe™ (LE;) = \safe™ (E;) safe” (LE;) = \/ safe™ (E;)
safe™ (ME;) = \/ safet (E;) safe” (ME;) = /\ safe™ (E;)
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A role expression E is safe if safet(E) = T. The description logic ACCHZQb is
obtained from ALCHZIQ by allowing concepts AE.C, VE.C, > nE.C and < nE.C,
inclusion axioms E'C F and ABoz axioms E(a,b), where E is a safe role expression,
and F is any role expression. The semantics of ALCHIQD is obtained by extending
the translation operator w as specified in Table 3.3.

Safe expressions allow stating negative or disjunctive knowledge for roles. Roughly
speaking, “relativized” statements such as

Va,y : isParentOf (x,y) — isMotherOf (z,y) V isFatherOf (z,y)
are allowed, but “fully negated” statements such as the one below are not allowed:
Va,y : ~isMotherOf (x,y) — isFatherOf (z,y)

In [114], a similar logic ALCZQb was considered. There, the safety condition
for role expressions required that, if the expression is transformed into disjunctive
normal form, then each disjunct contains at least one non-negated conjunct. It is
straightforward to see that these two definitions coincide. We use the above definition
because transformation into disjunctive normal form can introduce exponential blowup,
which we avoid by using the structural transformation. The above definition makes
it easier to identify those role expressions, for which the structural transformation
produces closures with syntactic properties needed to show termination.

To decide satisfiability of an ALCHZ Qb knowledge base KB, we extend the pre-
processing of KB to transform each role expression into negation-normal form, and to
introduce a new name for each non-atomic role expression. The set of closures obtained
by preprocessing is also denoted with Z(KB). From [86] it is known that =(KB) can
be computed in polynomial time.

Theorem 3.5.2. For an ALCHZQb knowledge base KB, saturation of Z(KB) by
BSEL decides satisfiability of KB in time exponential in |KB|, for unary coding of
numbers in input.

Proof. In addition to ALCHZQ closures, Z(KB) can contain closures obtained by
translating role expressions. For a role expression E occurring in concepts 3E.C' and
> n E.C under positive polarity, or in concepts VE.C' and < n FE.C under negative

Table 3.3: Semantics of Role Expressions

(R, X,Y) = R(X,Y)
m(~R,X,Y) = -R(X,Y)
m(NE;, X,Y) = NEi(X,Y)
m(UE;, X,Y) = VE/(X,Y)
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polarity, structural transformation introduces a formula of the following form, where
Q@ is a new predicate:
Va,y: Q(z,y) — m(E,z,y) (3.19)

For a role expression E occurring in concepts 3F.C' and > n E.C under negative
polarity, or in concepts VE.C and < n E.C under positive polarity, the structural
transformation introduces a formula of the following form, where () is a predicate:

Ve, y:m(E,z,y) — Q(z,y) (3.20)

Finally, for an inclusion axiom E £ F, the structural transformation introduces
formulae of the form (3.19) and (3.20). Regardless of whether E is safe in (3.19)
or not, the structural transformation and clausification of (3.19) produces closures
containing the literal =Q(z, y). Furthermore, in (3.20), E is safe, which means that, in
the disjunctive normal form of F, each conjunct contains at least one positive literal.
Hence, each disjunction in the conjunctive normal form of -7 (E, z,y) contains at least
one negative literal, so the structural transformation and clausification of (3.20) also
produces a closure with at least one negative literal. Hence, all closures produced by
role expressions have the form (3.21), where n > 0 and m > 0:

“Ri(z,y) V...V R, (z,y) VSi(x,y) V...V Sn(z,y) (3.21)

Since such a closure always contains at least one negative literal, the only possible
inference with it is hyperresolution on all negative literals. If one of the side premises is
a ground closure, no side premise can have the maximal literal of the form R(z, (f(x)))
or R([f(x)],z) (since f(x) does not unify with a constant). Hence, the resolvent is a
ground closure of type 8. Furthermore, if one side premise has a maximal literal of
the form R(z,(f(x))), then no side premise can have a maximal literal of the form
R'([g(z")],2'), because this would require unifying x with g(z’) and f(z) with 2’ si-
multaneously, which is not possible due to the occurs-check in unification [8]. If all
side premises have the maximal literal the form R;(z;, (f(x;))), the resolvent has the
form (3.22), for S(s,t) = Si(s,t) V...V Sp(s,1):

P(x) v S(z, [f(x)]) (3.22)
This closure can be decomposed into (3.23)—(3.25):

P(x) Vv le’f(l’) V...V Qst(x) (3.23)
—Qsy,f(x) V Si(x, [f(x)]) (3.24)

Qs (2) V Sz, [f(2)]) (3.25)
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Finally, if all side premises have the maximal literal of the form R;([f(x;)],x;), the
resolvent has the form (3.26):

P(z) vV S([f(2)],x) (3.26)

This closure can further be decomposed into (3.27)—(3.29). Since S;([f(z)],x) and
Inv(S;)(z, [f(x)]) are logically equivalent due to the translation operator 7, the pred-
icate Qiny(s,),r can be used as the definition predicate for S;([f(z)],z), for each i,
1<t <m.

P(l‘) \4 QInv(Sﬂ,f(x) V...V QInv(Sm),f(‘/E) (327)
“Qinv(sy),f (@) V Si([f(2)], z) (3.28)
“Qinv(S,n),1 () V Sm([f(2)], ) (3.29)

The closures we obtain match the ones from Table 3.2, so the proof of Lemma 3.3.5
applies to this case as well. Furthermore, the number of literals in a closure of type
(3.21) is linear in the size of the role expression, so the claim of this theorem holds in
the same way as for Theorem 3.4.6. O

Definition 3.4.7, specifying the set dec(KB) of possible predicates Qg ¢ that can
occur in the saturation, can be simply extended to require that R or Inv(R) occur in
the same role expression as S or Inv(S).

We briefly comment why role safety is important for decidability. Namely, due to
safety, closures of type (3.21) always contain a negative literal which is selected. If this
were not the case, a closure of the form R(z,y) might participate in resolution with a
closure Py (z)V—R(z,y) VP2(z), producing a closure P (z) VP2(y). This closure does
not match any closure from Table 3.2. Since P1(z) and P2(y) do not have variables
in common, one may don’t-know non-deterministically assume that either one is true,
and thus reduce this closure to a closure of type from Table 3.2. This obviously
increases the complexity of reasoning from EXPTIME to NEXPTIME. In fact, in [76]
it was shown that reasoning in a description logic with non-safe role expressions is
NExpPTIME-complete.

3.6 Related Work

Decision procedures for various logics were at the focus of the automated theorem prov-
ing research from its early days. Three such procedures were already implemented by
Wang in 1960: a procedure capable of deciding validity in propositional logic, a proce-
dure for deriving theorems in propositional logic, and a procedure for deciding validity
in the so-called AE-fragment of first-order logic, consisting of first-order formulae with
a quantifier prefix of the form Vzq...Vz,,3y1 ... Jy,.
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At the beginning of the sixties, Robinson introduced the resolution principle [100]
for first-order logic consisting of a single inference rule. An automated theorem prover
based on resolution does not need to make a choice as to which rule to apply next, so
inference rule can be implemented in a straightforward manner. Soon after the initial
work of Robinson, various refinements of resolution were developed, such as hyperres-
olution [101], ordered resolution [97] or lock resolution [22], to name just a few. The
common goal of all of these refinements is to reduce the number of consequences gen-
erated in the theorem proving process without loosing completeness. A good overview
of resolution and related refinements is given in the classical text-book by Chang and
Lee [25].

Soon after the introduction of the resolution principle and its refinements, attempts
were made to use these principles to obtain efficient decision procedures for various
classes of first-order logic. The first such procedure was presented by Kallick [69] for
the class of formulae with the quantification prefix Va1Vaody. This decision procedure
is based on a refinement of resolution which is incomplete for first-order logic and is
therefore difficult to extend.

In [68] Joyner established the basic principles of resolution-based decision proce-
dures. He observed that, if clauses derivable in a saturation by a resolution refinement
have a bounded term depth and clause length, then saturation necessarily terminates.
By choosing appropriate refinements, he presented decision procedures for the Acker-
mann class (where the formulae are restricted to the quantification prefix 3*V3*), the
Monadic class (where only unary predicates are allowed) and the Maslov class (where
formulae are restricted to quantification prefix 3*V*3* and the matrix is a conjunction
of binary disjunctions).

In the years to follow, the approach by Joyner was applied to numerous other
decidable classes, such as the ET class [112], the PVD class [71], and the PVDYL class
[92], to name just a few. An overview of these results is given in a monograph by
Fermiiller, Leitsch, Tammet and Zamov [41].

Decidability of description logics in the resolution framework has been studied ex-
tensively in [85, 67, 64]. There, the description logic ALB is embedded in the DL*
clausal class, which is then decided using the resolution framework by Bachmair and
Ganzinger [14]. The main advantage of using this framework lies in its effective redun-
dancy elimination methods, which have proven themselves essential for the practical
applicability of resolution calculi. ALB is a very expressive logic and allows for unsafe
role expressions, but does not provide counting quantifiers.

In [44] a decision procedure for the modal logic with a single transitive modality K4
was presented. To deal with transitivity, the algorithm is based on the ordered chaining
calculus [12]. This calculus consists of inference rules aimed at optimizing theorem
proving with chains of binary roles. Unfortunately, our attempts to decide SHZQ
using ordered chaining proved unsuccessful, mainly due to certain negative chaining
inferences, which produced undesirable equality literals. Therefore, we adopted the
approach for eliminating transitivity from Section 3.2.
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The guarded fragment was introduced in [4] to explain and generalize the good
properties of modal and description logic, such as decidability. A resolution decision
procedure based on a non-liftable ordering was given in [32], and was later modified to
handle the (loosely) guarded fragment with equality [43] by basing the algorithm on
superposition [10]. Since the basic description logic ALC is actually a syntactic variant
of the multi-modal logic K,,, [103], it can be embedded into the guarded fragment and
decided by [43]. Using the approach from [105], certain extensions of ALC, such as
role transitivity, can be encoded into ALC knowledge bases, so the algorithm from [43]
can decide these extensions as well. However, the (loosely) guarded fragment is not
capable of expressing SHZ Q, because of the counting quantifiers: equality is available
in the logic, but each two pairs of free variables of a guarded formula must occur in
a guard atom. In fact, in [55] it was shown that the guarded fragment has the finite
model property, which is known not to hold for SHZQ [5, Chapter 2], thus hinting
that other mechanisms are necessary for handling SHZ Q.

SHIQ can easily be embedded into the two-variable fragment of first-order logic
with counting quantifiers C2. This fragment was shown to be decidable in [47] and
a decision procedure based on a combination of resolution and integer programming
was given in [95]. However, deciding satisfiability of C? is NEXpPTIME-complete, and
SHZQ is an EXpTIME-complete [114] logic. Thus, the decision procedure from [95]
introduces an unnecessary overhead for SHZQ. Furthermore, we do not see how to
derive the desired reduction to disjunctive datalog based on this procedure.

The decomposition rule from Section 3.4 is closely related to the structural transfor-
mation [86]. However, structural transformation is usually applied as a preprocessing
step and not in the theorem proving process. In [33] and [99] splitting by propositional
symbols was considered, which allows splitting variable-disjoint subsets of a clause and
connecting them by a propositional symbol. Finally, a so-called separation rule, similar
to decomposition, was used to decide fluted logic in [104]. It was shown that resolu-
tion remains complete if the separation rule is applied a finite number of times during
saturation. Our approach differs in that we demonstrate compatibility of the decompo-
sition rule with the standard redundancy notion for basic superposition. Furthermore,
contrary to all approaches cited above, our rule allows decomposing a complex term
into simpler terms.



Chapter 4

Reasoning with Concrete
Domains

Reasoning for description logics with a concrete domain has been studied predom-
inately in the context of tableaux and automata algorithms. Hence, extending the
results from Chapter 3 to handle concrete domains is not trivial: our algorithm is
based on basic superposition, which is a clausal refutation calculus. Since clauses are
disjunctions of literals, it is not straightforward to combine basic superposition with
concrete domain constraint checking, which works with conjunctions of literals.

We extend our algorithm in two stages. Firstly, in Section 4.1 we present a general
approach for combining concrete domain reasoning with clausal calculi whose com-
pleteness proof is based on the model generation method. In short, we introduce
so-called concrete domain resolution inference rule, for which we show soundness and
completeness. Since the model generation method is the standard technique for prov-
ing completeness of many state-of-the-art calculi, such as ordered resolution [14], basic
superposition [15] or ordered chaining [12], concrete domain resolution can readily be
used with any of them.

Secondly, in Section 4.2 we apply the concrete domain resolution rule to extend the
decision procedure from Chapter 3 to handle SHZQ(D). We show that, assuming a
bound on the arity of concrete predicates, extending the logic with a concrete domain
does not increase the reasoning complexity, i.e. it remains in EXPTIME.

4.1 Resolution with a Concrete Domain

We now present a general approach for reasoning with a concrete domain in the resolu-
tion framework. As usual for various resolution calculi, in Subsection 4.1.1 we consider
first the resolution with a concrete domain on ground clauses, and in Subsection 4.1.3
we lift the ground calculus to general clauses.

60
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4.1.1 Concrete Domain Resolution with Ground Clauses

We now present the ground concrete domain resolution calculus, GP for short, for
checking D-satisfiability of a set of clauses, where D is an admissible concrete domain.
In order not to make the presentation too technical, we add the concrete domain
resolution rule to the ordered resolution calculus [14] only, and argue later that the
rule can be combined with other calculi as well. As for ordinary resolution, GP is
parameterized with an admissible ordering >~ on literals, which is a reduction ordering
total on ground literals such that =4 > A, for any atom A. A literal L is (strictly)
maximal with respect to a clause C' if there is no literal L' € C, such that L' = L
(L' = L). Aliteral L € C'is (strictly) maximal in C' if and only if L is (strictly) maximal
with respect to C'\ L. We extend the literal ordering > to clauses by identifying each
clause with a multiset of literals, and compare clauses by the multiset extension of the
literal ordering; we denote the clause ordering ambiguously with . Since the literal
ordering is total and well-founded on ground literals, the clause ordering is total and
well-founded on ground clauses. Since ®p is closed w.r.t. negation, we assume without
loss of generality that all concrete domain predicates occur in all clauses positively.

Definition 4.1.1. A set S = {d;(t;)} of positive concrete literals is a D-constraint
if§ 18 not D-satisfiable. A D-constraint S is minimal if S’ is D-satisfiable for each
S’ C S; S is connected if it cannot be decomposed into two disjoint non-empty subsets
Sy and Sy not sharing a common term (S1 and Sy do not share a common term if for
all di(t;) € S1 and dj(t;) € Sa, we have t; Nt; =0).

Lemma 4.1.2. Fach minimal D-constraint S is connected.

Proof. Assume that S is a D-constraint, but it is not connected. Hence, S can be
decomposed inEQ subseﬁg S1 and S not sharing a common term. Singg S is a minimal
D-constraint, S a/I_l\d 5’;\ are P-satisﬁable. However, since S| and Sy do not have a
common variable, S1 A Sy = S is D-satisfiable as well, which is a contradiction. O

Note that in its contrapositive form, Lemma 4.1.2 states that if S is not connected,
then it is not a minimal D-constraint. We now present the inference rules of Ggo.

CVAvV...VA
Positive factoring:
CVvA
where (i) A is strictly maximal with respect to C.
CVA Dv-A
Ordered resolution:
CcvD

where (i) A is strictly maximal with respect to C, (i) —A is maximal with respect to
D.



62 4. Reasoning with Concrete Domains

O] \/dl(tl) Cn\/dn(tn)
Civ...v(Cy,

where (i) d;(t;) are strictly maximal with respect to C;, (ii) the set S = {d;(t;)} is a
minimal D-constraint.

In GP, the clauses CVAV...VA and DV —A are called the main premises, whereas
the clauses C'V A and C; V d;(t1) are called the side premises. Notice that, under this
definition, the concrete domain resolution rule does not have a main premise.

It is well-known that effective redundancy elimination criteria are necessary for
theorem proving to be applicable in practice. A powerful standard notion of redundancy
was introduced in [14]. We adapt this notion slightly to take into account the fact that
the concrete domain resolution rule does not have a main premise.

Concrete domain resolution:

Definition 4.1.3. Let N be a set of ground clauses. A ground clause C' is redundant
in N if clauses D; € N ezist, such that C = D; and Dy,...,Dy, = C. A ground
inference £ with side premises C; and a conclusion D is redundant in N if clauses
D; € N exist, such that Cy,...,Cpn,D1,...,Dp = D; if £ has a main premise C, then
additionally C ~ D;.

We now prove the soundness and completeness of GP under the standard notion
of redundancy.

Lemma 4.1.4 (Soundness). Let N be a set of ground clauses, I a D-model of N, and
N’ = N U{C}, where C is the conclusion of an inference by G® with premises from
N. Then I is a D-model of N'.

Proof. For an inference by positive factoring or ordered resolution, soundness is trivial
and is shown in the same way as in [14]. Let C be obtained by the concrete domain
resolution rule, with S being as in the rule definition. Since S is a D-constraint, I is
a D-model of N only if there exists a literal d;(t;) € S, such that d;(t;) ¢ I. Since
C; V d;(ty) is by assumption true in I, some literal from C; is true in I. Since C; C C,
C' is true in I as well. O

Lemma 4.1.5 (Completeness). Let N be a set of ground clauses such that each infer-
ence by GP from premises in N is redundant in N. If N does not contain the empty
clause, then N is D-satisfiable.

Proof. We extend the model building method from [14] to handle the concrete domain
resolution rule. For a set of ground clauses IV, we define an interpretation I by induc-
tion on the clause ordering - as follows: for some clause C, we set Ic = |Joop D,
where ep = {A} if (i) D € N, (ii) D is of the form D’V A, such that A is strictly maxi-
mal with respect to D', and (i7i) D is false in Ip; otherwise, ep = 0. Let I = Jpcy €p-
A clause D such that ep = {A} is called productive, and it is said to produce the atom
A in I. Before proving the lemma, we show the following three properties.

Invariant (*): if C is false in Ic Uec, then C is false in I. Since C' is false in
Ic, all negative literals from C' are false in I, and since I C I, all negative literals
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from C are false in I as well. Furthermore, since =A = A, any atom produced by a
clause D = C' is larger than any literal occurring in C, so no clause greater than C
can produce an atom that will make C' true.

Invariant (**): if C is true in I¢ Uee, then C' is true in I. If C' is true in I¢ Ueco
because some positive literal is true in Ic U e¢, since Ic Uec C I, C'is true in [ as
well. Otherwise, C' can be true in I¢ U ¢ because some negative literal —A is true
in Ic Ueg. Since =A = A, any atom produced by a clause D > C is larger than any
literal occurring in C. Hence, no such clause D can produce A, so = A is true in [ as
well. We often use this invariant in its contrapositive form: if C is false in I, it is false
in Ic Uec.

Property (***): if an inference £ with a main premise C, side premises C; and
a conclusion D is redundant in N, then there are clauses D; € N which are not
redundant in N, such that Dy, ..., Dy,,C1,...,Cy = D and C = D;. If £ is redundant,
by definition of the standard notion of redundancy, there are clauses D; € N such that

1re-s Dy C1yeo,Cp B D and C = D;. Namely, if some Dj is redundant, then there
are clauses Dy such that DY, ..., Dy, = D} and D} = Dy Since = is well-founded, this
process can be continued recursively until we obtain the set of smallest non-redundant
clauses for which (***) obviously holds. This property holds analogously if £ does not
have a main premise.

We now show that, if all inferences by GP from premises in N are redundant in N,
then I is a D-model of N. The proof is by contradiction: let us assume that I is not
a D-model of N. There may be two causes for that:

e There is a clause C' € N which is false in I; such a clause is called a counterex-
ample for I. Since > is well-founded and total, we may assume w.l.o.g. that C'is
the smallest counterexample. C' is obviously not productive, since all productive
clauses are true in I. C' can be non-productive and false in [ if it has one of the
following two forms:

—C=C"VAV...V A Then, C is not productive since A is not strictly
maximal in C. Since C is false in I, by (**) it is false in I U ec. Since
ec =0, C' is false in I, and by (*) C’ is false in I. Since N is saturated,
the inference by positive factoring resulting in D = C” V A is redundant in
N. D is obviously false in I. By the fact that N is saturated and by (***),
a set of clauses D; € N exists, such that C = D; and Dy,...,D, = D.
Since C' is the smallest counterexample, all D; are true in I, but then D is
true in I as well, which is a contradiction.

— C = (C'Vv—A. Since C'is false in I, it must hold that A € I, which is produced
by some smaller clause D = D’V A. Similarly as in the previous case, C’ is
false in I. Since D is productive, D’ is false in Ip, and since A is strictly
maximal with respect to D', by (*) D’ is false in I. Since N is saturated,
the inference by ordered resolution resulting in £ = C’V D’ is redundant in
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N. FE is obviously false in I. By the fact that N is saturated and by (***), a
set of clauses D; € N exists, such that C = D; and Dy,...,D,,D'VAE E.
Since C is the smallest counterexample, all D; are true in I, and since
D’ v A is productive, it is also true in I. Hence, FE is true in I, which is a
contradiction.

e All clauses from N are true in I, but I contains a minimal set of concrete domain
literals S = {d;(t;)} such that S is D-unsatisfiable. The literals from S must
have been produced by clauses E; = C;Vd;(t;) € N, where E; is false in Ig,. For
any 1, since d;(t;) is strictly maximal with respect to C;, C; is false in Iy, Ueg,,
and by (*) C; is false in I. Since N is saturated, the inference by concrete domain
resolution resulting in D = C1 V...V (), is redundant in N. Obviously, D is false
in /. Since the inference is redundant, by property (***), non-redundant clauses
D; € N exist, such that Dq,...,D,,,C1 V dl(tl), .., Ch VvV dn(tn) ): D. All D;
and C; V d;(t;) are by assumption true in I, implying that D is true in I, which
is a contradiction.

Hence, I is a D-model of N, so N is D-satisfiable. O

A derivation by GP from a set of clauses Ny is a sequence of clause sets Ny, N1, ...
where N; = N;_1 U {C} and C is a consequence of some inference rule of GP from
premises in N;_1, or N; = N;_1 \ {C'} where C is redundant in N;_;. A derivation
is fair with limit Neo = J; (g>; Nk, if each clause C' that can be deduced from non-
redundant premises in N is contained in some set N;. In [14] it was shown that under
the standard notion of redundancy, each inference from premises in N, is redundant
in Ny. From this and lemmata 4.1.4 and 4.1.5, we get the following result:

Theorem 4.1.6. The set of ground clauses N is D-unsatisfiable if and only if the
limit Noo of a fair derivation by GP contains the empty clause.

4.1.2 Most General Partitioning Unifiers

Lifting the concrete domain resolution rule to general clauses is not trivial, since uni-
fication can only partly guide the rule application. Consider, for example, the set of
clauses N = {dy(z1,y1),d2(z2,y2)}. N has ground instances d (a1, b1) and da(asg, be),
which do not share a common term. Hence, a conjunction consisting of these literals
is not connected, so by Lemma 4.1.2 it cannot be minimal and the conditions of the
concrete domain resolution are not satisfied. However, clauses dj(a,b;) and ds(a,bs)
are also ground instances of N, but they do share common terms. Hence, a conjunction
of these literals is connected, so the conditions of the concrete domain resolution rule
should be checked. This is the consequence of the fact that it is possible to unify
and x9 from dj(x1,y1) and da(z2,y2). Another possibility is to unify e.g. zo and y;.
Even for a set consisting of a single clause, such as M = {d(x,y)}, it is possible to
obtain a D-constraint d(x,x) by unifying x and y. These examples show that, to check
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all potential D-constraints at the ground level, one has to consider all possible substi-
tutions which produce a minimal D-constraint at the non-ground level. We formalize
this idea by the following definition.

Definition 4.1.7. Let S = {d;(t;)} be a multiset of positive concrete domain literals.
A substitution o is a partitioning unifier of S if the set So is connected. Furthermore,
o_is a_most general partitioning unifier if, for any partitioning unifier 6 such that
So = 56' a substitution n exists such that @ = on. With MGPU(S) we denote the set
of all most general partitioning unifiers of S.

Note that in Definition 4.1.7 we assume S is a multiset, so it can contain repeated
literals. If no terms from literals in S are unifiable, a most general partitioning unifier
of S does not exist. Furthermore, the previous example shows that several most
general partitioning unifiers of S may exist. However, for a given So, all most general
partitioning unifiers are identical up to variable renaming, as demonstrated next.

Let S = {d;(t;)} be a multiset of positive concrete domain literals, and C' a con-
junction over literals in S, obtained by replacing terms of each d;(t;) with arbitrary
variables (it is not necessary to use different variables in C' for different terms from S,
but the same term in S should always be replaced with the same variable in C'). For
such a C, let m be the number of distinct variables in C; for each such variable z;,
1 <7 < m, let T}, denote the set of all terms occurring in a literal in S at a position
corresponding to an occurrence of x; in C finally, let n = max|[Ty,[. With S¢ we
denote the set of terms t; = f(s}, ..., 87"), where sj is the j-th term of Ty, if j < [Ty,],
and a fresh variable if j > |T,,|, for 1 < j < n. Most general partitioning unifiers of S
and most general unifiers of S¢ are closely related, as demonstrated next.

Lemma 4.1.8. Let 6 be a partitioning unifier of a multiset of concrete domain literals
S = {di(ti)}. Then the substitution 0 = MGU(S¢), where C' = S0, is the most general

partitioning unifier of S, unique up to variable renaming, such that So = S0.

Proof. To obtain the variable z; in C, 6 must be such that sif = ... = s\0 = T.0.
Furthermore, x; # x; for ¢ # j, so T;,0 # T,,0. Because of the first property, ¢ is
obviously a unifier of S¢, so it is well-known [8] that 0 = MGU(S¢) exists and is unique
up to variable remaining. Furthermore, it is obvious that sio = ... = s'0 = T,,0 and
Ty,0 # Ty;0 for @ # j. Namely, since o is the most general unifier of Sc, then a
substitution 7 exists, such that 6 = on. Hence, it is impossible that T;,0 = T,,0 and

Ty,0m # Ty;on. Hence, So = 3\9, so the claim of the lemma follows. g

Lemma 4.1.9. For a multiset of concrete domain literals S = {d;(t;)}, MGPU(S)
consists exactly of all MGU(S¢), where C' is a conjunction over literals of S.

Proof. For 0 € MGPU(S), C = So is obviously a conjunction over literals of S satisfy-
ing conditions of Lemma 4.1.8, so ¢ is equivalent to MGU(S¢) up to variable renaming.
Conversely, let C' be a conjunction over literals of S. Now o = MGU(S¢) is obviously
a partitioning unifier of S. Let C’ = So. Observe that C' = C’ does not necessarily



66 4. Reasoning with Concrete Domains

hold: it is possible that T;,0 =T 0,4 # j. However, (' satisfies conditions of Lemma
4.1.8, so MGU(S¢) exists, and is a most general partitioning unifier of S. O

Hence, Lemma 4.1.9 gives a brute-force algorithm for computing MGPU(S): one
should systematically examine all connected conjunctions C' over literals in S. The
main performance drawback of this algorithm is that one must examine all such con-
junctions C. For n literals in S of maximal arity m, the number of possible assignments
of variables in C' is bounded by (nm)™", which is obviously exponential. However, for
certain logics, it is possible to construct a specialized, but much more efficient algo-
rithm. In Chapter 4, we present such an algorithm applicable to SHZQ(D).

4.1.3 Concrete Domain Resolution with General Clauses

As usual in a resolution setting, we assume that all clauses involved in an inference rule
do not share common variables. The inference rules of the concrete domain resolution
calculus, RP for short, are presented below.

CVAVB
Positive factoring: E—
CoV Ao
where (i) 0 = MGU(A, B), (i) Ao is strictly maximal with respect to Co.
CVvVA Dv-B
Ordered resolution:
CoV Do

where (i) 0 = MGU(A, B), (i) Ao is strictly maximal with respect to Co, (4ii) ~Bo
is maximal with respect to Do.

(O dl(tl) ... CpV dn(tn)
CioV...vVCy,o

Concrete domain resolution:

where (7) clauses C; V d;(t;) are not necessarily unique, (ii) for the set S = {d;(t;)},
o € MGPU(S), (i) d;(t;)o are strictly maximal with respect to Cjo, (iv) the set So
is a minimal D-constraint.

We briefly comment on the constraint (i) of the concrete domain resolution rule.
Consider a clause d(z,y). It is possible that, for the set S = {d(a,b),d(b,c)} of
ground instances of d(z,y), the conjunction S is D-unsatisfiable. This is detected by
the concrete domain resolution rule only if several “copies” of the clause d(z,y) are
considered simultaneously. Without any assumptions on the nature of the predicate
d, there is no upper bound on the number of “copies” that should be considered
simultaneously. This property of the calculus obviously leads to undecidability in the
general case. To obtain a decision procedure for SHZQ(D), in Section 4.2 we show
that the number of such “copies” that must be considered is bounded.

To prove the completeness of RP, we show now that for each ground derivation,
there is a corresponding non-ground derivation.
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Lemma 4.1.10 (Lifting). Let N be a set of clauses with the set of ground instances
NC&. For each ground inference £ by GP applicable to premises CiG € NC, there is
an inference € by RP applicable to premises C; € N, where £ is an instance of &.

Proof. Let CZ-G be ground premises from N participating in £©, resulting in a ground
clause D. The ground inference €% of GP can be simulated by a corresponding
non-ground inference &, where for each ground premise CZG we take the corresponding
non-ground premise C; that CZ-G is an instance of. Since all C; are variable-disjoint,
there is a ground substitution 7 such that CZ»G = (7. Let us denote with D the result
of € on Cj. We now show that ¢ is an inference of RP.

Let €& be an inference by positive factoring on ground literals AZG of CY. Sub-
stitution 7 is obviously a unifier of corresponding non-ground literals A; of C'. Since
any unifier is an instance of the most general unifier o of A;, a substitution 7 exists
such that 7 = on. Furthermore, if AiG is strictly maximal with respect to C“, since
> is a reduction ordering, corresponding A; is strictly maximal with respect to C'o, so
D% = Dn. Hence, ¢ is an inference of RP. Similar reasoning applies in the case of
ordered resolution.

Let €9 be an inference by concrete domain resolution, and let S = {d;(t;)} be
the set of corresponding non-ground literals. Since S7 is a minimal D-constraint, by
Lemma 4.1.2, ST is connected, so 7 is obviously a partitioning unifier of S. Then, by
Lemma 4.1.8, there exists some most general partitioning unifier o such that 7 = on
for some 7, and So = S7. Obviously, if S7 is a minimal D-constraint, so is So.
Furthermore, if literals from ST are strictly maximal with respect to C’ZG , since > is a
reduction ordering, corresponding literals from So are strictly maximal with respect
to Cyo, so DY = Dn. Hence, ¢ is an inference of RP. O

The notion of redundancy is lifted to the non-ground case as usual [14]: a clause
C (an inference &) is redundant in a set of clauses N if all ground instances of C' (&)
are redundant in N. This is enough for soundness and completeness of RP.

Theorem 4.1.11. The set of clauses N is D-unsatisfiable if and only if the limit Ny
of a fair derivation by RP contains the empty clause.

Proof. The set N is unsatisfiable if and only if the set of its ground instances N& is
unsatisfiable. By Theorem 4.1.6, N© is unsatisfiable if and only if there is a ground
derivation N¢ = N&, N&, ..., NOC:; where the limit NOGo contains the empty clause. By
Lemma 4.1.10 and the definition of the redundancy for non-ground clauses, for each
ground derivation, a non-ground derivation N = Ny, Ni,..., N exists, where each
NZG is a subset of ground instances of N;. Hence, N contains the empty clause if and
only if N, contains the empty clause, so the claim of the theorem follows. O

4.1.4 Combining Concrete Domains with Other Resolution Calculi

In order not to make the presentation too technical, we extended only the ordered
resolution calculus with the concrete domain resolution rule. However, from the proof
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of Lemma 4.1.5, one may see that the concrete domain resolution rule is largely in-
dependent from the actual calculus, and may be combined with other calculi whose
completeness proof is based on the model generation method [14]. For example, it is
straightforward to extend RP with selection of negative literals. Similarly, concrete
domain can be combined with an equational theorem proving calculus, such as BS; we
denote thus obtained calculus with BSP.

To apply the concrete domain resolution rule to other calculi, the premises of the
concrete domain resolution rule must be those clauses which can have at least one
productive ground instance. For the ordered resolution with selection, this means that
premises are not allowed to contain selected literals (since such clauses do not have
productive ground instances). The usual arguments for the calculus at hand show
that, if Ny does not contain the empty clause, one may generate an interpretation
I using the model generation method, such that all clauses from N, are true in I.
Furthermore, the argument from the second part of Lemma 4.1.5 shows independently
that, if all inferences by the concrete domain resolution rule are redundant in N,
then I is a D-model of N.

4.2 Deciding SHZQ(D)

In this section we combine the concrete domain resolution rule from Section 4.1 with
the algorithm from Chapter 3 to obtain a decision procedure for checking satisfiability
of SHZQ(D) knowledge bases. We also show that this extension does not increase the
complexity of reasoning, assuming a bound on the arity of concrete predicates.

It is easy to see that the operator ) from Section 3.2 can be used to eliminate
transitivity axioms from a SHZQ(D) knowledge base KB by encoding in into an
equisatisfiable knowledge base Q(KB). Namely, concrete roles cannot be transitive, so
Theorem 3.2.3 applies without changes. Hence, without loss of generality, in the rest
of this section we focus on deciding satisfiability of ALCHZQ(D) knowledge bases.
This we achieve in two steps.

We first derive a decision procedure for ACCHZQ™ (D). With BSB, we denote the
BS calculus extended with the concrete domain resolution rule, parameterized as spec-
ified in Definition 3.3.3. To obtain a decision procedure for ALCCHZQ™ (D), we show
that the results of Lemma 3.3.5 remain valid when ALCHZ Q™ (D)-closures are satu-
rated under BSB ;- In particular, we show that the application of the concrete domain
resolution rule does not lead to generation of terms of arbitrary depth. Furthermore,
we show that the maximal length of a D-constraint to be considered is polynomial
in |KB|, assuming a limit on the arity of concrete predicates, so the complexity of
reasoning does not increase.

Next, to obtain a decision procedure for full ACCHZQ(D), in Subsection 4.2.4 we
simply observe that the decomposition rule from Section 3.4 applies without change.
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Table 4.1: Additional Closures after Preprocessing

12 | =T(z,y) VU (z,y)

13 1V (=)Ci(x) VT (z, f(x))

14 |V (=)Cy(x) v d(f ()---J%(fﬂ))

15 | V(=)Ci(z) V fi(z) % [ff(x)

16 | V/(~)Ci(x) vV ~Ti(a, .%) VY, - )

17 \/(_‘)Cl(x)vv 1_\T($ yz)\/\/z] 1,j>zyz Ny]
18 | (m)T'(a, b)

19 | a® = b°

20 |a® % b°

4.2.1 Closures with Concrete Predicates

As before, with Z(KB) we denote the set of closures obtained from KB by structural
transformation, as explained in Definition 3.3.1. By definition of 7 from Table 2.1 and
Table 2.3, it is easy to see that =(KB) may contain closures with structure as in Table
3.1, with all variables, function symbols and predicate arguments being of the sort a,
and additionally closures with structure as in Table 4.1.

We now generalize the closures from Table 4.1 to include closure types produced
in a saturation of Z(KB) by BSB;. So called ALCHTZQ ™ (D)-closures include those
with structure as in Table 3.2 and in Table 4.2. By the definition of =, it is obvious
that Lemma 3.3.2 and Lemma 3.3.4 hold for ALCCHZ Q™ (D)-closures as well. To make
a distinction with generators of type 3, we call closures of type 10 where f€(z) occurs
unmarked c-generators.

Table 4.2: Types of ACCHZQ ™ (D)-closures

8 | in addition to literals from Table 3.2, a closure can additionally contain
- VT((a), (b)) VdA((t]), ..., (t5) vV V {F) =/% (t)

where ¢ and ¢$ are either some constant b or a functional term f(la))
9 | T(x,y°) VU(z,y°)

10 | PP (2) VT (z, (f<(2)))

11 | P(z) VdA({ff(2)) ..., (F5(2)) V V {ff(2)) =/ (f;(x))

12 | P(z) VV T (z,y5) v\/yz ~ ys

13 ( )\/\/_‘,Tl(xayz)\/d(yh""yn)

Note: Conditions from Table 3.2 apply analogously.
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4.2.2 Closure of ALCHZQ ™ (D)-closures under Inferences
We now extend Lemma 3.3.5 to handle ALCHZ Q™ (D)-closures.

Lemma 4.2.1. Let Z(KB) = Ny,...,N; U{C} be a BSB, -derivation, where C' is the
conclusion derived from premises in N;. Then C is either an ALCHZ Q™ (D)-closure
or it is redundant in Nj.

Proof. Since names and sorts of the abstract and concrete domain predicates are dis-
joint, and since in closures of type 11 literals with concrete predicates or concrete
equalities are always maximal, an inference between closures of types 1-7 and 9-13 is
not possible. Furthermore, a closure of type 8 can participate in an inference with a
closure of type 1-7 only on abstract, and with a closure of type 9-13 only on concrete
predicates. Hence, the proof of Lemma 3.3.5 remains valid for closures of types 1-8.

Similarly as in the proof of Lemma 3.3.5, one can show that a superposition into
a c-generator is redundant. This follows from the fact that by Condition (i), each
ALCHIQ ™ (D)-closure containing f¢(x) contains P (z) as well, and that for each
equality [ff(z)] ~ [f<;(x)], role(ff) = role(f5), so each superposition into a generator
is subsumed by some other generator or a witness closure. For other basic superposition
inferences, the claim of the lemma can be trivially demonstrated.

The most important difference to the proof of Lemma 3.3.5 lies in the application
of the concrete domain resolution rule, with n side premises of the form C; V d;((t;)).
For side premises of type 11, we denote their free variables with x;. Let S = {d;(t;)}.
For any most general partitioning unifier o of S, So must be connected. Hence, there
are two possibilities:

e If all side premises are of type 11, o is of the form {z — z1,...,2, — x1}. The
result is obviously a closure of type 11.

e Assume there is a side premise of type 8 and that So is connected. If So would
contain a variable z;, then the literal d;(f%(z;)) would not contain a ground
term, so So would not be connected. Hence, all literals from So are ground, and
o is of the form {z1 — c1,..., 2, — ¢, }. The result is a closure of type 8.

Hence, all non-redundant inferences of BSBL applied to ALCHZ Q™ (D)-closures
produce an ALCHZ Q™ (D)-closure. O

By inspecting the proof of Lemma 4.2.1, one may easily extend the Corollary 3.3.6
to include ALCHZ Q™ (D) closures:

Corollary 4.2.2. If a closure of type 8 participates in a BSBL inference in a derivation
from Lemma 4.2.1, the unifier o contains only ground mappings and the conclusion is
a closure of type 8. Furthermore, a closure of type 8 cannot participate in an inference
with a closure of type 4 or 6.
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4.2.3 Termination and Complexity Analysis

Establishing termination and determining the complexity is slightly more difficult. Let
m denote the maximal arity of a concrete domain predicate, d the number of concrete
domain predicates, and f the number of function symbols. As in Lemma 3.3.8, f
is linear in |KB| for unary coding of numbers, since by skolemizing 377,...,T,,.d
we introduce m function symbols. In addition to literals from ALCHZ Q™ -closures,
ALCHZQ™ (D)-closures may contain literals of the form d({f1(z)),..., (fm(z))). The
maximal non-ground closure will contain all such literals, of which there can be d(2f)™
many (the factor 2 takes into account that each functional term can be marked or
not). Hence, there are 2¢2/)™ different combinations of concrete domain literals. This
presents us with a problem: in general, m is linear in |KB]|, so the number of closures
becomes doubly-exponential, thus invalidating the results of Lemma 3.3.8.

A possible solution to this problem is to assume a bound on the arity of concrete
predicates. This is justifiable from a practical point of view: it is hard to imagine
a practically useful concrete domain with predicates of unbounded arity as well as
a sequence of concrete domains with increasing arities, but where the arity of each
domain is bounded. In this case, m becomes a constant, and does not depend on
| KB|. The maximal length of a closure is then polynomial in |KB|, and the number of
closures is exponential in |[KB|. Hence, Lemma 3.3.8 can be easily extended to include
ALCHZQ™ (D)-closures. The following lemma shows the last step in determining the
complexity of the decision algorithm.

Lemma 4.2.3. The mazimal number of side premises participating in a concrete do-
main resolution rule in a BSD; derivation from Lemma 4.2.1 is at most polynomial
in |KB|, assuming a limit on the arity of concrete predicates.

Proof. Let S = {d;(t;)} be the multiset of maximal concrete domain literals of n side
premises C;Vd;(t;), and let o be a most general partitioning unifier of S. Obviously, So
should not contain repeated literals d;(t;)o; otherwise So contains repeated conjuncts
and is not minimal. Hence, the longest set So is the one where each d;(t;)o is distinct.

Let m be the maximal arity of a concrete domain predicate, f the number of
function symbols, d the number of concrete domain predicates, and ¢ the number of
constants in the signature of =(KB). Then there are at most ¢, = df™ distinct non-
ground concrete domain literals, and at most ¢4 = d(c+cf)™ distinct ground concrete
domain literals. Assuming a bound on m and for unary coding of numbers, both £,
and ¢, are polynomial in |KB|.

If all side premises are non-ground, since So should be connected, the only possible
form o can take is {x9 — x1,...,z, — x1}. Hence, So contains only one variable x7,
so the maximal number of distinct literals in So is £,4. Thus, the maximal number of
non-ground side premises n to be considered is bounded by /4, and all side premises
are unique up to variable renaming.

If there is a ground side premise, since So should be connected, o can be of the
form {z1 — c1,...,2, — ¢, }. All literals in So are ground, so the maximum number
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of distinct literals in So is £,. Thus, the maximal number of side premises n (by
counting each “copy” of a premise separately) to be considered is bounded by ¢,. O

Theorem 4.2.4. Let KB be an ALCHZIQ™ (D) knowledge base, defined over an ad-
missible concrete domain D, for which D-satisfiability of finite conjunctions over ®p
can be decided in deterministic exponential time. Then saturation of Z(KB) by BSBL
with eager application of redundancy elimination rules decides D-satisfiability of KB
and runs in time exponential in |KB|, for unary coding of numbers and assuming a
bound on the arity of concrete predicates.

Proof. As already explained, a polynomial bound on the length, and an exponential
bound on the number of ALCHZ Q™ (D)-closures follows in the same way as in Lemma
3.3.8. By substituting Lemma 3.3.5 for Lemma 4.2.1, the proof of the Theorem 3.3.9
can straightforwardly be extended to the case of ACLCHZ Q™ (D) knowledge bases, for
all inferences apart from the concrete domain resolution rule. The only remaining
problem is to show that, in applying the concrete domain resolution rule, the number
of satisfiability checks of conjunctions over D is exponential in |KB|, and that the
length of each conjunction is polynomial in |KB].

To apply the concrete domain resolution rule to a set of closures N, a subset
N’ C N must be selected, for which maximal concrete domain literals are unique
up to variable renaming. By Lemma 4.2.3, ¢ = |N’| is polynomial in |KB|, and N’
contains at most ¢ variables. If all closures from N’ are non-ground, there is exactly
one substitution o which unifies all of these variables. If there is at least one ground
closure, then each one of £ variables can be assigned to one of ¢ constants, producing
¢’ combinations, which is exponential in |KB|. Closures in N’ are chosen from the
maximal set of all closures which is exponential in |KB|, and since |N'| is polynomial
in |KB|, the number of different sets N’ is exponential in |[KB|. Hence, the maximal
number of D-constraints that should be examined by the concrete domain resolution
rule is exponential in |KB|, where the length of each D-constraint is polynomial in
| KB|. Under the assumption that the satisfiability of each D-constraint can be checked
in deterministic exponential time, all inferences by the concrete domain resolution rule
can be performed in exponential time, so the claim of the theorem follows. O

The proof of Lemma 4.2.3 demonstrates how to implement the concrete domain
resolution rule in practice. There are two cases:

e For concrete domain resolution on non-ground closures, the most general parti-
tioning unifier is of the form o = {z2 — z1,...,2, — x1}. Hence, one should
consider only closures with maximal literals unique up to variable renaming, so
several “copies” of a closure need not be considered.

e For concrete domain resolution where at least one closure is ground, one first
chooses a connected set of ground closures A. Let A, be the set of constants,
and Ay the set of function symbols occurring in a ground functional term f(c)
in a closure from A. The most general partitioning unifier o may contain only
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mappings of the form z; — ¢, where ¢ € A.. Hence, one selects the set A,
of non-ground closures containing a function symbol from A;. To apply the
concrete domain resolution rule, one considers at most |A.| “copies” of a closure
from A,,, since o might assign a distinct value from A, to each such closure.

4.2.4 Deciding ALCHZQ(D) and ALCHZOb(D)

It is obvious that decomposition rule from Subsection 3.4.1 applies in the case of
concrete domains as well. Hence, let BSB’LJr be the BSB, calculus extended with
the decomposition rule from Definition 3.4.1. For an ALCHZQ(D) (ALCHZQOb(D))
knowledge base, saturation of Z(KB) by BSB}j decides D-satisfiability of KB. As-
suming a bound on the arity of concrete predicates, for unary coding numbers and if
D-satisfiability of conjunctions of concrete domain literals can be decided in exponen-
tial time, saturation runs in time exponential in |KB|.

4.3 Related Work

The need to represent and reason with concrete data was recognized in description
logic systems early on. The early systems such as MESON [37] and CLASSIC [20]
provided such features, mostly by means of built-in predicates.

The first rigorous treatment of reasoning with concrete data in description logics
was given by Baader and Hanschke in [6]. The authors introduce the notion of a
concrete domain and consider reasoning in ALC(D), a logic allowing feature chains
(chains of functional roles) to occur in existential and universal restrictions. The au-
thors show that adding a concrete domain does not increase the complexity of checking
concept satisfiability, i.e. it remains in PSPACE. Sound and complete reasoning can
be performed by extending the standard tableaux algorithm for ALC with an addi-
tional branch closure check, which detects potential unsatisfiability of concrete domain
constraints on a branch. Furthermore, if transitive closure of roles is allowed, the au-
thors show that checking concept satisfiability becomes undecidable. The approach of
Baader and Hanschke was implemented in the TAXON system [1].

Contrary to modern description logic systems, the approach from [6] does not
allow TBoxes. In [75] it was shown that allowing cyclic TBoxes makes reasoning with
a concrete domain undecidable in general. More importantly, undecidability holds
for all numeric concrete domains, which are probably the most practically relevant
ones. Still, in [74] it was shown that reasoning with a temporal concrete domain is
decidable even with cyclic TBoxes, thus providing for an expressive description logic
with features for temporal modeling.

It turned out that even without cyclic TBoxes, extending the logic is difficult. In
[75] it was shown that extending ALC(D) with either acyclic TBoxes, inverse roles
or role-forming concrete domain constructor makes reasoning NExXPTIME-hard. The
main reason for this is the presence of feature chains, which may be used to force
equivalence of objects at the end of two distinct feature chains. Hence, feature chains



74 4. Reasoning with Concrete Domains

with concrete domains destroy the tree-model property, which was identified in [115]
as the main explanation for the good properties of modal and description logics.

Since obtaining expressive logics with concrete domains turned out to be difficult,
another path to extending the logic was taken in [53], by prohibiting feature chains. In
this way, concrete domain reasoning is restricted only to immediate successors of an ab-
stract individual, so the tree-model property remains preserved. A decision procedure
for an expressive ALCNH p+ logic extended with concrete domains without features is
presented in [53], obtained by extending the tableaux algorithm with concrete domain
constraint checking. In [59] the term datatypes was introduced for a concrete domain
without feature chains, and a tableaux decision procedure for SHOQ(D) (a logic pro-
viding nominals and datatypes) was presented. This approach was extended to allow
for n-ary concrete roles in [89]. The results of this research influenced significantly
the development of the Semantic Web ontology language OWL [91], which, in its DL
version, supports datatypes.

Apart from fundamental issues, such as decidability and complexity or reasoning,
other issues were considered to make concrete domains practically applicable. In prac-
tice, usually several different datatypes are needed. For example, an application might
use the string datatype to represent a person’s name and the integer datatype to rep-
resent a person’s age. It is natural to model each datatype as a separate concrete
domain, and then to integrate several concrete domains for reasoning purposes. An
approach for integrating concrete domains was already presented in [6], and was fur-
ther extended by the datatype groups approach in [88], which additionally simplifies
the integration process by taking care of the extension of the negative concrete literals.

Until now, all existing approaches consider reasoning with a concrete domain in
tableaux and automata frameworks. In the resolution setting, many Prolog-like sys-
tems, such as XSB', provide built-in predicates to handle elementary datatypes. How-
ever, to the best of our knowledge, none of these approaches is complete for even the
basic logic ALC(D). Built-in predicates are only capable of handling explicit datatype
constants, and cannot cope with individuals introduced by existential quantification.
Hence, ours is the first approach that we are aware of which supports reasoning with
a concrete domain in the resolution setting and is complete w.r.t. semantics from [6].

Concrete domain resolution calculus can be viewed as an instance of theory reso-
lution [111]. In fact, it is similar to ordered theory resolution [16], in which inferences
with theory literals are restricted to maximal literals only. It has been argued in [16]
that tautology deletion is not compatible with ordered theory resolution. However,
the concrete domain resolution calculus is fully compatible with the standard notion
of redundancy, so all existing deletion and simplification techniques can be freely used.
Furthermore, in our work we explicitly address the issues related to concrete domains,
such as the necessity to consider several “copies” of a clause in a concrete domain
resolution inference.

"http://xsb.sourceforge.net/



Chapter 5

Reducing Description Logics to
Disjunctive Datalog

Based on the decision procedure for SHZQ(D) from Chapter 3 and Chapter 4, in
this chapter we present an algorithm for reducing a SHZQ(D) knowledge base KB to
a disjunctive datalog program DD(KB). The program DD(KB) entails the same set
of ground facts as KB, so it can be used for query answering. Furthermore, we also
present an algorithm for query answering in DD(KB) running in worst-case exponential
time, and thus show that query answering by reduction to disjunctive datalog is worst-
case optimal. As discussed in Section 5.6, although we do not use existing techniques
for reasoning in disjunctive datalog, the reduction to disjunctive datalog still makes
sense, as it allows applying the magic sets optimization [17, 48].

For the algorithms in this chapter the distinction between the skeleton and the sub-
stitution part of a closure is not important. Hence, instead of “closure”, we use a more
common term “clause”. Furthermore, for readability purposes we do not explicitly
emphasize D in notation and terminology related to entailment and satisfiability.

5.1 Overview

Our reduction is based on the observation that all ground functional terms encountered
during saturation of Z(KB) by l’)’SB’LJr are of depth at most one. The main idea is to
introduce a fresh constant for each ground functional term, and thus to simulate ground
inference steps of BS B’LJF in a function-free version of Z(KB). The reduction algorithm
proceeds as follows:

e Transitivity axioms are eliminated using the transformation from Section 3.2.
Hence, in the rest we focus on ALCHZQ(D) knowledge bases only.

e The TBox and RBox clauses of Z(KB) are saturated together with gen(KB) by
BSB’LJF. As shown by Lemma 5.2.1, certain clauses can be removed from the
saturated set, as they may not participate in further inferences.

75
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e If the saturated set does not contain the empty clause, function symbols are
eliminated from saturated clauses cf. Section 5.2. Lemma 5.2.3 demonstrates that
this transformation does not affect satisfiability. Intuitively, this is so because
(i) if ABox clauses are added to the saturated set and saturation is continued,
all remaining inferences will involve a ground clause and produce a ground clause
and (7) each such inference can be simulated in the function-free clause set.

e In order to reduce the size of the datalog program, some irrelevant clauses may
be removed, cf. Section 5.3. Lemma 5.3.2 demonstrates that this transformation
also does not affect satisfiability.

e Transformation of KB into a disjunctive datalog program, cf. Section 5.4, is
now straightforward: it suffices to transform each clause into the equivalent
sequent form. This transformation does not affect entailment, which is trivially
demonstrated by Theorem 5.4.2.

5.2 Eliminating Function Symbols

For an ALCHZQ(D) knowledge base KB, let I'rry = E(KB7 U KBRr) U gen(KB).
Let Satr(I'7Rrg) denote the relevant set of saturated clauses, that is, clauses of type
1, 2, 3, 5, 7 and 9-13 obtained by saturating I'7r4 using BSBZF with eager applica-
tion of redundancy elimination rules. Finally, let I' = Satr(I'rry) U Z(KB 4). Intu-
itively, Sat(I'7ry) contains all non-redundant clauses derivable from TBox and RBox
by BS][D)’;. Hence, any inference in the saturation of I' will involve a clause of type 8.
Such a clause cannot participate in an inference with a clause of type 4 or 6, so we can
safely delete these clauses and consider only the Satr(I'7rg) subset. Adding gen(KB)
is necessary to compute all non-ground consequences of clauses possibly introduced by
decomposition.

Lemma 5.2.1. KB is unsatisfiable if and only if I is unsatisfiable.

Proof. KB is equisatisfiable with Z(KB). Let I = Z(KB)Ugen(KB). Since all clauses
from gen(KB) contain a new predicate Qg f, any interpretation of =(KB) can be
extended to an interpretation of I by adjusting the interpretation of Qg ; as needed.
Hence, Z(KB) is equisatisfiable with I”. T is unsatisfiable if and only if the set of
clauses derived by saturating IV with BS B’LJF contains the empty clause. Since the order
in which the inferences are performed can be chosen don’t-care non-deterministically,
we perform all non-redundant inferences among clauses from I'7r first. Let us denote
the resulting set of intermediate clauses with N; = Sat(I'rrg) UZ(KB 4).

If N; contains the empty clause, I' contains it as well by definition (the empty
clause is of type 5), and the claim of the lemma follows. Otherwise, we continue the
saturation of IV;. In such a derivation, each N;,j > i, is obtained from N;_; by
an inference involving at least one clause not in N;. By induction on the derivation
length, one can easily show that N; \ NV; contains only clauses of type 8: namely, all
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non-redundant inferences between clauses of type other than 8 have been performed
in N;, and, by Corollary 4.2.2; each inference involving a clause of type 8 produces
a clause of type 8. A clause of type 8 can be decomposed into a ground and a non-
ground clause. However, according to Lemma 3.4.8, the non-ground clause of the form
“QRr,f(x) V R(z, [f(x)]) is in gen(KB), so only a clause of type 8 is added to N;.
Furthermore, by Corollary 4.2.2, a clause of type 4 and 6 can never participate in
an inference with a clause of type 8. Hence, such a clause cannot be used to derive a
clause in N;\ NV;, j > i, so N; can safely be replaced by I'. Any set of clauses N;, j > 1,
which can be obtained by saturation from I, can be obtained by saturation from T’
as well, modulo clauses of type 4 and 6. Hence, the saturation of I by BSB’LJr derives
the empty clause if and only if the saturation of I" by BSB’; derives the empty clause,
so the claim of the lemma follows. O

If KB does not use number restrictions, further optimizations are possible. By
Corollary 3.3.7, clauses of types 3 or 5 containing a functional term cannot participate
in an inference with a clause of type 8. Hence, such clauses can also be eliminated from
the saturated set and need not be included in Satr(I'7r4). Observe that this does not
necessarily hold for clauses of type 10 and 11; namely, if there is a clause of type 13
with more than one literal —=T;(x;, y5), then such a clause might derive a ground literal
containing a functional term.

We now show how to eliminate function symbols from clauses in I'. Intuitively, the
idea is to replace each ground functional term f(a) with a new constant, denoted as
ay. For each function symbol f we introduce a new predicate symbol Sy, containing,
for each constant a, a tuple of the form Sy(a,ar). Thus, Sy contains the f-successor
of each constant. A clause C is transformed to replace each occurrence of a term f(z)
with a new variable z¢ and, for each such xf, to append the literal —S¢(x,z¢) to C.
Under this transformation, the Herbrand universe of the clause set becomes finite, and
can be represented by a predicate symbol HU whose extension contains all constants
a and ay. The predicate symbol HU is used to bind unsafe variables in clauses. We
formalize this process by defining the operator A as follows:

Definition 5.2.2. Let KB be an ALCHZQ(D) knowledge base. The operator A is
defined on the set of terms and produces a term as follows:

e \a) =a.

e \(f(a)) = ay, where ay is a new globally unique constant!.
o \Nz)=u.

o M f(x)) =y, where x5 is a new globally unique variable.

We extend A to ACCHZQ(D)-clauses, such that for an ALCHIQ(D)-clause C,
AMC) gives a function-free clause as follows:

!Globally unique means that, for some f and a, the constant as is always the one and the same.
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1. FEach term t in the clause is replaced by A(t).

2. For each variable x5 introduced in the first step, the literal ~S¢(x,x¢) is appended
to the clause.

3. If after steps 1 and 2 some variable x occurs in a positive literal, but not in a
negative literal, the literal ~HU (x) is appended to the clause.

For a position p in a clause C, let A(p) denote the corresponding position in A(C').
For a substitution o, let \(o) denote the substitution obtained from o by replacing each
assignment x — t with x +— A(t). Let A~ denote the inverse of A (i.e. A~ (A(a)) = «
for any term, clause, position or a substitution o).

Let FF(KB) = FFA\(KB)UFFgyuc.(KB) UFF gy (KB)UZE(KB 4) denote the function-
free version of Z(KB), where FFy, FFsyc. and FFgy are defined as follows, with a and
f ranging over all constant and function symbols in Z(KB), and C ranging over all
clauses in Satr(I'rrg):

FEA(KB) = UA(C)
FFSucc(KB) U Sf(a’ )‘( ( )))
FFrau(KB) = U HU(a) WU HU(A(f(a)))

We now show that KB and FF(KB) are equisatisfiable.
Lemma 5.2.3. KB is unsatisfiable if and only if FF(KB) is unsatisfiable.

Proof. Since KB and I' are equisatisfiable by Lemma 5.2.1, the claim of the lemma
can be demonstrated by showing that I" and FF(KB) are equisatisfiable.

(<) If FF(KB) is unsatisfiable, since hyperresolution with superposition, concrete
domain resolution and splitting, where all negative literals are selected, is sound and
complete [10], a derivation of the empty clause from FF(KB) exists. We now show that
such a derivation can be reduced to a derivation of the empty clause from I' by sound
inference rules, in particular, hyperresolution, paramodulation, instantiation and split-
ting. In FF(KB), all clauses are safe, so electrons are always positive ground clauses,
and each hyperresolvent is a positive ground clause. Furthermore, since superposition
into variables is not necessary for completeness, positive and negative superposition
inferences are performed only between ground clauses. Finally, splitting ground clauses
simplifies the proof, since all ground clauses on a branch are unit clauses.

Let B be a branch FF(KB) = Ny, ..., N, of a derivation from FF(KB) by hyperres-
olution with superposition and eager splitting, where all negative literals are selected.
We show now by induction on n that, for any branch B, there exists a corresponding
branch B’ in a derivation from I' by sound inference steps, and a set of clauses N/, on
B’ such that: (*) if C' is some clause in N, not of the form S¢(u,v) or HU (u), then

2Notice that A is injective, but not surjective, so the definition of A~ is correct.
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N, contains the counterpart clause of C, equal to A~ (C'). The induction base n = 0 is
obvious, since FF(KB) and I' contain only one branch, on which, other than Sy (u,v)
or HU (u), all ground clauses are ABox clauses. Now assume that the proposition (*)
holds for some n and consider all possible inferences from premises in N,, deriving a
clause C' in N,41 = N, U{C}:

e A superposition into a literal HU (u) is redundant, since HU is instantiated for
each constant occurring in FF(KB), so the conclusion is already on the branch.

e Assume that the inference is a superposition from s ~ t into the ground unit
clause L. If L is of the form Sy(u,v), then the proposition obviously holds.
Otherwise, clauses s =~ t and L are derived in at most n steps on B, so, by the
induction hypothesis, counterpart clauses A~ (s ~ t) and A~ (L) are derivable on
B’. Thus, superposition can be performed on these clauses on B’ to derive the
required counterpart clause.

e Reflexivity resolution can only be applied to a clause u % u on B. By the
induction hypothesis A~ (u % u) is then derivable on B’. Hence, reflexivity
resolution can be applied on B’ as well to derive the required counterpart clause.

e Equality factoring is not applicable to a clause on B, since all positive clauses on
B are ground unit clauses.

e Consider a hyperresolution inference with a nucleus C, a set of positive ground
electrons E1, ..., Ej, and a unifier o, resulting in a hyperresolvent H. Let ¢’ be
the substitution obtained from ¢ by including a mapping x — A~ (z0) for each
variable z € dom(o) not of the form x¢. Let us now perform an instantiation step
C’' = (A (C))o’ on B'. Obviously, A~ (Co) and C’ may differ only at a position
p in C, at which a variable of the form x ¢ occurs. Let p’ = A~ (p). The term in
A~ (C) at p' is f(x), so with p/, we denote the position of the inner z in f(z).
In the hyperresolution inference generating H, the variable z is instantiated by
resolving =S¢ (z,z¢) with some ground literal S¢(u,v). Hence, Co contains at
p the term v, whereas C’ contains at p’ the term f(u), and A\~ (v) # f(u). We
show that all such discrepancies can be eliminated with sound inferences on B’.
Observe that the literal S¢(u,v) is obtained on B from some S¢(a,ayr) by n or
less superposition inference steps. Let us with A; (Ag) denote the sequence of
ground unit equalities applied to the first (second) argument of S¢(a,ayr). All
s; =~ t; from Ay or Ay are derivable on B in n steps or less, so corresponding
equalities A\~ (s; ~ t;) are derivable on B’ by the induction hypothesis; we denote
these sequences with A} and Al. We now perform superposition with equalities
from A} into C’ at p, in the reverse order. After this, p/, will contain the
constant a, and p’ will contain the term f(a). Hence, we can apply superposition
with equalities from A/ at p/ in the original order. After this is done, each
position p’ will contain the term A~ (v). Let C” denote the result of removing
discrepancies at all positions. Obviously, C” = A\~ (Co). All electrons E; are
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derivable in n steps or less on B, so if E; is not of the form Sy(u,v) or HU (u),
A" (E;) is derivable on B’. We hyperresolve these electrons with C” to obtain
H'. Obviously, H = A\~ (H), so the counterpart clause is derivable on B’.

e Since non-ground clauses contain selected literals and all concrete domain literals
are positive, concrete domain resolution can be applied only to a set of positive
ground clauses C;. By the induction hypothesis, all A~(C;) are derivable on B’.
Hence, concrete domain resolution can be applied on B’ in the same way as on
B, so the counterpart clause is derivable on B’.

e Since all ground clauses on branch B are unit clauses, and no clause in FF(KB)
contains a positive literal with Sy or HU predicates, a ground non-unit clause
C generated by an inference on B cannot contain S¢(u,v) and HU(a) literals.
Hence, if C is of length k£ and causes B to be split into k& sub-branches, then
A~ (C) is of length k and B’ can be split into k sub-branches, each of them
satisfying (*).

Hence, if there is a derivation of the empty clause on all branches from FF(KB),
then there is a derivation of the empty clause on all branches from I' as well.

(=) If I is unsatisfiable, since BSB’; is sound and complete, a derivation of the empty
clause from I' exists. We show that such a derivation can be reduced to a derivation
of the empty clause in FF(KB) by sound inference rules.

Let B’ be a derivation I' = N, ..., N/ by BSBZF. We show by induction on n
that there exists a corresponding derivation B of the form FF(KB) = Ny,..., Ny, by
sound inference steps, such that: (**) if C” is some clause in N/, then N,,, contains the
counterpart clause C' = A(C’). The induction base n = 0 is trivial. Assume now that
(**) holds for some n and consider possible inferences deriving N, ; = N, U {C"},
where the clause C’ is derived from premises P/ € N},1 < i < k. By the induction
hypothesis, we know that there is a derivation B from FF(KB) with a clause set Ny,
containing the counterpart clauses of each Pi’ , denoted with P;,1 < i < k. Let ¢’ denote
the unifier that the inference is performed with. By Corollary 4.2.2, ¢’ is ground and
contains only assignments of the form x; — a or x; — f(a). Let 0 = A(0’). Since
all P; are derivable by the induction hypothesis, we can instantiate each P; into Pjo.
Obviously, apart from the literals involving Sy and HU, the only difference between
Pio and A\(P/o’) may be that the latter contains a term f(a) at position p, whereas
the former contains z; at A(p). But then Pjo contains a literal =S¢ (a,x¢), which
can be resolved with S¢(a,ar) to produce ay at A(p). All such differences can be
removed iteratively, and the remaining ground literals involving HU can be resolved
away. Hence, each A\(P/c’) is derivable from premises in N,.

Observe that in all literals of the form f(a), the inner term is marked. Hence,
superposition inferences are possible only on the outer position of such terms, which
correspond via A to ay. Therefore, regardless of the inference type, C' = A(C") can be
derived from A(P/c’) by the same inference on the corresponding literals.
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The result of a superposition inference in B’ may be a clause C’ containing a literal
R([a],[f(a)]), which is decomposed into a clause C] of type 8 and a clause C% of type
3. However, since gen(KB) C I', we have C} € T, so the conclusion C’ should only be
replaced with the conclusion C]. The decomposition inference rule can obviously be
applied on B as well to produce a counterpart clause C; = A(C}). Since A\(C%) € Ny,
this inference is sound by Lemma 3.4.2; so the property (**) holds.

Now it is obvious that, if there is a derivation of the empty clause from I', then
there is a derivation of the empty clause from FF(KB) as well. O

The result above means that KB |= « if and only if FF(KB) = «, where « is of the
form (—)A(a) or (=)R(a,b), for A an atomic concept and R a simple role. The proof
also reveals the fact that, in checking satisfiability of FF(KB), it is not necessary to
perform a superposition inference into a literal of the form HU (a).

5.3 Removing Irrelevant Clauses

The saturation of Iz, derives new clauses which enable the reduction to FF(KDB).
However, the same process introduces many clauses which are not necessary. Consider,
for example, the knowledge base KB = {A C C,C C B}. If the precedence of the
predicate symbols is C' >p B >p A, the saturation process will derive the clause
—A(x) V B(z), which is not necessary: all ground consequences of this clause can be
obtained from clauses —A(x) V C(z) and —=C(z) V B(x) only. Hence, we present an
optimization, by which we reduce the number of clauses in the resulting disjunctive
datalog program.

Definition 5.3.1. For N C FF(KB), let C € N be a clause such that A\~ (C) was
derived in the saturation of I'rry from premises Py, 1 < i < k, by an inference
with a substitution o. Then C is irrelevant w.r.t. N if A\~ (C) is not derived by the
decomposition rule, and, for each premise P;, \(P;) € N and each variable occurring
in M(P;o) occurs in C. Relevant is the opposite of irrelevant.

Let C1,Cy,...,C, be a sequence of clauses from FF(KB) such that the sequence
of clauses A= (Ch), ..., A7 (C2), A" (C1) corresponds to the order in which clauses are
derived in saturation of I'rrg. Let FF(KB) = Ny, N1,..., N, be a sequence of clause
sets such that N; = N;—1 if C; is relevant w.r.t. N;—1, and N; = N;—1 \ {C;} if C;
is irrelevant w.r.t. N;_1, for 1 < i < n. Then FFR(KB) = N,, is called the relevant
subset of FF(KB).

Removing irrelevant clauses preserves satisfiability, as demonstrated by the follow-
ing lemma.

Lemma 5.3.2. FFr(KB) is unsatisfiable if and only if FF(KB) is unsatisfiable.

Proof. Let N be a (not necessarily proper) subset of FF(KB). Furthermore, let C' € N
be an irrelevant clause w.r.t. N, where A7 (C) is derived in the saturation of I'rr,
from premises P; by an inference £ with a substitution o, and A\(P;) € N, i <1 < k.
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We now show the following property (***): N is unsatisfiable if and only if N\ {C} is
unsatisfiable. The (<) direction is trivial, since N \ {C'} C N. For the (=) direction,
by Herbrand’s theorem, NN is unsatisfiable if and only if some finite set M of ground
instances of N is unsatisfiable. For such M, we construct the set of ground clauses M’
in the following way:

e For each D € M such that D is not a ground instance of C, let D € M’.

e For each D € M such that D is a ground instance of C' with substitution 7, let
AMP)No)Te M', 1 <i<k.

Let 7 be a ground substitution such that D = C7. Clauses P; can be of type 1,
2,3, 5, 7 or 9-13, so o can contain only mappings of the form = — 2/, x — f(z') or
y; — f(2'). The sets of variables in A\(P;o) and \(P;)A(0) obviously coincide. Since
C is irrelevant, each variable in C' occurs in A(P;0), so 7 instantiates all variables in
each \(P;)\(o). Therefore, each A\(P;)A(0)7 is a ground instance of a clause A\(P;) in
N\ {C}. Furthermore, it is easy to see that A(P;)A(o)T C A(P;o)7. If the inclusion is
strict, this is due to literals of the form —S¢(a, b) in the latter clause, which do not occur
in the first one because o instantiates some variable from P; to a functional term f (')
originating from some premise P;. But then A(P;) contains the literal =S¢(a’, ), so
A(Pj)X(o)T contains —S(a,b). Therefore, all A(P;)A(c0)7T can participate in a ground
inference corresponding to ¢ and derive D. Hence, if M is unsatisfiable, the set M’
is unsatisfiable as well. Since M’ is a finite unsatisfiable set of ground instances of
N\{C}, N\{C} is unsatisfiable by Herbrand’s theorem, so the property (***) holds.

Consider the sequence of clause sets FF(KB) = Ny, Ni,...,N,, = FFr(KB) from
Definition 5.3.1. For each N; = N;_; \ {C;}, i > 1, the preconditions of property (***)
are fulfilled, so by (***), N; is satisfiable if and only if V;_; is satisfiable. The claim
of the lemma now follows by a straightforward induction on 3. O

5.4 Reduction to Disjunctive Datalog

Reduction of an ALCHZQ(D) knowledge base KB to a disjunctive datalog program
is now easy.

Definition 5.4.1. For an ALCHZQ(D) knowledge base KB, the disjunctive datalog
program DD(KB) is obtained by rewriting each clause A1V ...V A,V —-B1V...V—-B,
from FFR(KB) as the rule Ay V...V A, < By,..., Bp,.

Theorem 5.4.2. Let KB be an ALCHIQ(D) knowledge base, defined over a concrete
domain D, such that D-satisfiability of finite conjunctions over ®p can be decided in
deterministic exponential time. Then the following claims hold:

1. KB is unsatisfiable if and only if DD(KB) is unsatisfiable.
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2. KB = « if and only if DD(KB) [=. «, where « is of the form A(a) or R(a,b)
and A is an atomic concept.

3. KB | C(a) for a non-atomic concept C if and only if, for Q a new atomic
concept, DD(KB U {C C Q}) = Q(a).

4. The number of rules in DD(KB) is at most exponential, the number of literals
in each rule is at most polynomial, and DD(KB) can be computed in exponential
time in |KB|, assuming a bound on the arity of the concrete domain predicates
and for unary coding of numbers in input.

Proof. The first claim is an obvious consequence of Lemma 5.3.2. The second claim
follows from the first one, since DD(KB U {—«a}) = DD(KB) U {—a} is unsatisfiable
if and only if DD(KB) [=. a. Furthermore, KB |= C(a) if and only if KB U {-C(a)}
is unsatisfiable, which is the case if and only if KB U {-Q(a),~Q C -C} = KB U
{=Q(a),C C Q} is unsatisfiable. Now the third claim follows from the second one,
and the fact that @ is atomic.

By Lemma 3.3.8, |Sat(I'7rg)| is at most exponential in |KB|, and, for each clause
C € Sat(I'rrg), the number of literals in C' is at most polynomial in [KB|. It is easy to
see that the application of A to C' can be performed in time polynomial in the number
of terms and literals in C. The number of constants ay added to DD(KB) is equal to
c- f, where c¢ is the number of constants, and f the number of function symbols in
the signature of Z(KB). If numbers are unary coded, both ¢ and f are polynomial in
|KB|, so the number of constants ay is also polynomial in |[KB|. By Theorem 4.2.4,
Sat(I'Trg) can be computed in time at most exponential in |[KB|, so the fourth claim
follows. O

5.5 Answering Queries in DD(KB)

We discuss briefly the techniques for answering queries in DD(KB). Many techniques
have been developed for disjunctive datalog without equality. These techniques can
be used, provided that the usual congruence properties of equality are axiomatized
correctly. This can be done by adding the following axioms to DD(KB), where the last
axiom is instantiated for each predicate occurring in DD(KB) other than HU [42]:

rx~x«— HU(x).
TRY— YT,
TR Z—TRY,YR 2.

P(...,y,...) — P(...,z,...),x = y.

~— — ~— —

(5.1
(5.2
(5.3
(5.4
Currently, the state-of-the-art technique for reasoning in disjunctive datalog is so-

called intelligent grounding [39]. The algorithm is based on model building, which
is performed by generating the ground instantiation of the program rules, generating
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candidate models, and using model checking algorithms to eliminate models which do
not satisfy the ground rules. In order to avoid generating the entire grounding of the
program, carefully designed heuristics are applied to generate the subset of the ground
rules which have exactly the same set of the stable models as the original program.
Query answering is reduced to model building, since A is not a certain answer if and
only if there is a model not containing A.

The intelligent grounding technique is currently the state-of-the-art technique for
reasoning in disjunctive datalog and has been implemented successfully in the DLV
disjunctive datalog engine [39]. Namely, computing models of a disjunctive program
is of interest in many disjunctive datalog applications. For example, disjunctive dat-
alog has been successfully applied to planning problems, where each plan is usually
“decoded” from a model.

On the contrary, the models of DD(KB) are of no interest, as they do not reflect
the structure of the models of KB. Hence, we propose query answering in DD(KB)
by hyperresolution and basic superposition, which may be viewed as an extension of
the fixpoint computation of plain datalog. A similar technique was presented in [24].
However, the algorithm presented there has two drawbacks: it does not take equality
into account, and it does not specify whether application of redundancy elimination
techniques is allowed.

Roughly speaking, our technique consists of saturating the rules and facts of
DD(KB) by hyperresolution with basic superposition under an ordering in which all
ground query literals are smallest. Additionally, it is required that the query predicate
does not occur in the body of any rule. Under these assumptions, one may show that
the saturated set of clauses contains all ground query literals cautiously entailed by
the program. Because the ordering is total, in each ground disjunction there is exactly
one maximal literal. Hence, the semi-naive bottom-up computation or the join order
optimizations can be adapted to the disjunctive case.

It is important to understand that even though we do not propose to reuse intel-
ligent grounding, the reduction to disjunctive datalog has the benefit that it enables
the application of the magic sets transformation [48]. This technique is independent
of the query answering algorithm and can be reused as-is.

Definition 5.5.1. For a predicate symbol QQ, let BSB denote the BSP calculus para-
meterized in the following way:

o All ground atoms of the form Q(a) are smallest in the term ordering .

e All negative literals are selected.

Furthermore, for any two closures s =~ tV C where s = t is strictly mazimal with
respect to C' and s > t, and Q(a)V D where Q(a) is strictly mazimal with respect to D,
BSB performs any possible superposition from t into Q(a), even if the corresponding
position in Q(a) is marked.
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A remark about the first condition of the above definition is in order. Namely, any
admissible ordering is stable under contexts and under substitutions, and is total on
ground terms; therefore, it has the subterm property for ground terms [7]. However,
such an ordering does not fulfill the first condition from the above definition: for literals
a ~ b and Q(a) with a > b, we always have Q(a) > a, so Q(a) > a ~ b.

This situation can be remedied by dropping the requirement on > to be stable
under substitutions. Hence, for ground terms the term ordering > must be total,
well-founded and stable under contexts (i.e. for all ground terms s, ¢ and u, and all
positions p, s > t implies u[s], > u[t],). An example is a query ordering >¢ induced
over a total precedence of over constant symbols >¢ and predicate symbols >p such
that @ is the smallest element in >p, defined in the following way (a(; and b; are
arbitrary constants, P and R are arbitrary predicate symbols, and @ is the query
predicate symbol):

e arqgbifa>ch,

] P(al,...an) ~Q b,

P(ay,...ay) =Q R(by,...,by) if R>p R,

P(ay,...an) =q P(b1,...,by,) if there is some k, 1 < k < n, such that a; = b; for
1 < k and ax > b,

a=qQ Q(bl, cey bn)

It is easy to see that > is well-founded, stable under contexts, and that it fulfills
the requirements of Definition 5.5.1. However, it is not defined for non-ground terms,
since extending >¢ to non-ground terms would require z > @Q(z). Therefore, ¢
cannot be used to decide satisfiability of a general first-order theory by BSP.

However, satisfiability of a positive program P can be decided by saturating P
under BSB. Let P, be the set of closures obtained by saturating P under BSB and
consider applying model-generation method to P,,. All non-ground closures in Py,
have selected negative literals, so they are not productive. Therefore, all productive
clauses in P, are positive ground clauses without functional terms. Literals from such
clauses can be compared using >, and a model can be generated in the same way as
in [15, 83]. In fact, to saturate P and to generate a model of Py it is not necessary to
compare non-ground terms, so stability under substitutions is not needed. Therefore,
we conclude that BSB is sound and complete for deciding satisfiability of P. From
this we obtain the following result:

Lemma 5.5.2. Let P be a positive satisfiable disjunctive datalog program and @Q a
predicate not occurring in the body of any rule in P. Then P |=. Q(a) if and only if
Q(a) € N, where N is the set of closures obtained by saturating P under BSB up to
redundancy.
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Proof. P =, Q(a) if and only if the set of closures N’, obtained as the result of
saturating PU{-Q(a)} by BSB up to redundancy, contains the empty closure. Notice
that, since all closures in P are safe, all hyperresolvents are positive ground closures.

Consider first the case when no superposition inference is applied to the literal
—Q(a) in the saturation of N’. Since P is satisfiable, N contains the empty closure if
and only if a hyperresolution with =@ (a) is performed in saturation. Since the literals
containing @) are smallest in the ordering, a positive literal Q(a) can be maximal only
in a closure C = @Q(a) V D, where D contains only literals with the @ predicate. Since
—Q(a) is the only closure where @ occurs negatively, if D is not empty, no literal from
D can be eliminated by a subsequent hyperresolution inference. Hence, the empty
closure can be derived from such C if and only if D is empty, which is the case if and
only if Q(a) € N.

Assume now that, in the saturation deriving N’, several negative superposition
inferences from closures a; ~ b; V Cj, a; = b;, are applied to =Q(a), resulting in a
closure =Q(b) Vv C, which then is resolved with a closure Q(b) V D, producing C'V D.
Such a derivation can be transformed into a derivation where superposition inferences
are performed on b; into Q(b) V D, yielding Q(a) V C'V D, which can then participate
in a resolution with =Q(a) to obtain C'V D. Thus, we may successively eliminate each
superposition into some —()(a) and obtain a derivation in which no superposition into
—(Q(a) has been performed. Since in saturating N, all superposition inferences from
the smaller side of the equality are performed into all literals containing (), and all
such inferences are sound, @Q(a) € N, so the claim of the lemma follows. O

Assuming that @) is a single predicate, or that it does not occur in the body of any
rule in P, does not reduce the generality of the approach, as one can always add a new
rule of the form Q(x) < A(x) to satisfy the conditions of Lemma 5.5.2.

We now consider the complexity of query answering in DD(KB). Namely, it is well-
known that the combined complexity of checking whether P =, A for any program
P is co-NExPTMENY-complete in |P| [38]. Since |[DD(KB)| is exponential in |KB],
a straight-forward reasoning gives an algorithm in co-2NExXpPTIMENY. However, in
DD(KB), each rule is of length polynomial in |KB|. Hence, the hardness argument
from [38] does not apply directly to DD(KB), since DD(KB) is a program of a restricted
form.

Theorem 5.5.3. Let KB be an ALCHZIQ(D) knowledge base, defined over a concrete
domain D, such that D-satisfiability of finite conjunctions over ®p can be decided in
deterministic exponential time. Then computing the set of all ground literals of the
form C(a) or R(a,b), entailed by DD(KB), can be done in time exponential in |KB]|,
assuming a bound on the arity of concrete predicates and for unary coding of numbers
mn input.

Proof. In a way similar to Lemma 3.3.8, it is easy to see that the maximal length of
each ground clause obtained in the saturation of DD(KB) by BSB is polynomial in
|KB|, so the number of ground clauses is exponential in |KB|. Furthermore, in each
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application of the hyperresolution inference to some rule r, one selects a ground clause
for each body literal of r, which is polynomial in |KB|, giving rise to exponentially
many different hyperresolution inferences. Hence, the saturation of DD(KB) may be
performed in time exponential in |[KB|. Since by Lemma 5.5.2 saturation of DD(KB)
computes all certain answers of DD(KB), the claim of the theorem follows. O

We finish with a note about an optimization which may be applied if unique names
assumption is assumed in KB. By assuming an ordering where all individual constants
a are smaller in the ordering than all constants by, then superposition inferences from
the smaller side of an equation are not needed. Namely, since by = a, no superposition
inference may replace some a with by in a saturation of DD(KB) U {—Q(a)}. Further-
more, for any clause D = a = bV C, there is a clause a % b, so D may be replaced
immediately with C. Hence, no equality can reduce a position in —=Q(a), so we always
have the first case from the proof of Lemma 5.5.2.

5.6 Discussion

It is important to note that our reduction to disjunctive datalog preserves entailment
under descriptive semantics. Namely, in [82] Nebel has shown that knowledge bases
containing terminological cycles are not definitorial. This means that, for some fixed
partial interpretation of atomic concepts, several interpretations of non-atomic con-
cepts may exist. In such a case, it might be reasonable to designate a particular
interpretation as the intended one, with least and greatest fixpoint models being the
obvious candidates. However, in [82] it is argued that it is not clear which inter-
pretation best matches the intuition, as choosing either of the fixpoint models has
its drawbacks. Consequently, most description logic systems implement the so-called
descriptive semantics, which coincides with that of Definition 2.8.5.

Obviously, our decision procedure implements exactly the descriptive semantics.
Furthermore, Theorem 5.4.2 shows that DD(KB) entails exactly those ground facts
which are entailed by our decision procedure, so DD(KB) also implements the descrip-
tive semantics. Hence, one may say that the set of facts contained in any minimal
model of DD(KB) coincides with the set of facts entailed by KB under descriptive
semantics. Intuitively, the saturation process is responsible for this fact.

We point out that basic superposition is crucial for the correctness of the reduction.
Namely, the basicness restriction renders superposition into Skolem function symbols
redundant, which allows treating ground functional terms as constants.

Finally, we note that, although all lemmas and theorems consider ALCHZQ(D),
it is easy to see that they equally apply to the case of ACCHZQb(D) as well.

5.7 Related Work

Our work was largely motivated by [49], where a decidable intersection of description
logic and logic programming was investigated. In particular, the authors concentrate
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on description logic constructs that can be encoded and executed using existing rule
engines. Thus, the description logic component allows only existential quantifiers to
occur under negative, and universal quantifiers to occur under positive polarity. The
authors present an operator for translating a description logic knowledge base into a
logic program. This approach was later extended in [116] to support more expressive
description logic, provided that the rule engine supports advanced features. For exam-
ple, if the rule engine supports equality, then functionality restrictions can be expressed
in the knowledge base and executed by the translation. However, our approach is a
significant extension, since we handle full SHZQ(D).

In [54] it was show how to convert SHZQ* knowledge bases into so-called con-
ceptual logic programs (CLP). The CLPs generalize the good properties of description
logic to the answer set programming setting. Apart from the usual constructs, SHZ Q*
supports the transitive closure of roles. Although the presented transformation pre-
serves the semantics of the knowledge base, the obtained answer set program is not
safe. Hence, its grounding is infinite and therefore cannot be evaluated using exist-
ing answer set solvers. The problem of decidable reasoning for CLPs is addressed by
an automata-based technique. On the contrary, our transformation produces a safe
program with a finite grounding. Hence, issues related to decidability of reasoning
are is handled by the transformation, and not by the query answering algorithm: the
disjunctive program obtained by our approach can be evaluated using any technique
for reasoning in disjunctive datalog programs.

Another approach for reducing description logic knowledge bases to answer set
programming was presented in [3]. To deal with existential quantification, this ap-
proach uses function symbols. Thus, Herbrand’s universe of the programs obtained by
the reduction is infinite, so existing answer set solvers cannot be used for decidable
reasoning. In fact, decidability of reasoning is not considered at all.

The query answering algorithm from Section 5.5 was inspired by [24], where the
authors suggested that the fixpoint computation of disjunctive semantics can be op-
timized by introducing an appropriate literal ordering. Our approach extends the
one from [24] by showing that simplification techniques can be applied in the fixpoint
computation, and by extending the calculus to handle equality.



Chapter 6

Data Complexity of Reasoning

Algorithms from chapters 3, 4 and 5 run in worst-case exponential time in |KB|,
assuming unary coding of numbers, a bound on the arity of concrete predicates and an
exponential oracle for reasoning with a concrete domain. In [114] SHZQ was shown
to be ExPTIME-complete for any coding of numbers, so our algorithms are (almost)
worst-case optimal. We stress that our complexity results, as well as the results from
[114], actually address the combined complexity of reasoning, which is measured in the
size of the knowledge base |KB|, including the sizes of RBox, TBox and ABox.

ExPTIME-completeness is a rather discouraging result, since |KB| can be large
in practice. However, by drawing a parallel with traditional database applications,
| KB| often depends mainly on the size of the ABox, which has a role of a database
instance; on the contrary, the size of the TBox, having the role of a database schema,
is usually limited. For such applications, data complezity, where |KBr U KBr| is
assumed to be bound by a constant and complexity is measured in |[KB 4| (the size
of the ABox of KB) only, provides a much better performance estimate. In practice,
data complexity provides a much better performance estimate when the size of the
assertional knowledge is much bigger than the size of the terminological knowledge,
i.e. where |[KBR|+ |KB7| = |KB1R| < |KB Al

To fully separate the terminological from assertional knowledge, in this chapter we
assume that KB is extensionally reduced, i.e. that ABox axioms contain only (negation
of) atomic concepts. Namely, complex concept axioms in ABox assertions actually
specify terminological knowledge. For extensionally reduced knowledge bases, |KB 4|
is the measure of “raw” input data processed by the algorithm.

Until now, data complexity of testing knowledge base satisfiability even for the basic
logic ALC with general TBoxes was unknown. Based on results from Chapter 5, in
Section 6.1 we show that satisfiability checking is NP-complete in the size of ABox for
any logic between ALC and SHZQ(D) (regardless of how numbers are encoded), and
that instance and role checking — the basic query answering problems for description
logics — are co-NP-complete.

In Section 6.2 we define Horn-SHZQ(D), a logic related to SHZQ(D) analogously
as Horn logic is related to full first-order logic. Namely, Horn-SHZ Q(D) provides ex-

89
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istential and universal quantifiers, but does not provide for disjunctive reasoning. This
restriction allows us to show that basic reasoning problems for Horn-SHZQ(D) are
P-complete in |KB 4|. Hence, along the traditional lines of knowledge representation
research, the capability of representing disjunctive information is traded for polyno-
mial data complexity. Since disjunctive reasoning is not needed for many applications,
Horn-SHZQ(D) is a very appealing logic because it is still very expressive, but gives
theoretical reasons for hope that it can be implemented efficiently in practice.

To develop an intuition and to provide a more detailed account behind these in-
teresting results, in Section 6.3 we compare our results with the similar known results
for datalog and its variants [31].

6.1 Data Complexity of Satisfiability

Our results from Chapter 5 show almost immediately that checking satisfiability of a
SHZQ(D) knowledge base KB is NP-complete in the size of data.

Lemma 6.1.1 (Membership). For an extensionally reduced SHZQ(D) knowledge base
KB, if D-satisfiability of finite conjunctions over ®p can be decided in polynomial time,
data complexity of checking D-satisfiability of KB is in NP, assuming a bound on the
arity of concrete predicates.

Proof. Let ¢ be the number of constants, f the number of function symbols in the
signature of Z(KB), and s the number of facts in Z(KB). By Definition 5.2.2, the
number of constants in DD(KB) is bounded by ¢; = ¢+ c¢f (cf accounts for constants
of the form ayf), and the number of facts in DD(KB) is bounded by ¢ = s+ ¢ + 2cf
(¢ accounts for facts of the form HU(a), one cf accounts for the facts of the form
S¢(a,ar), and the other cf accounts for the facts of the form HU(ays)). Since we
assume that |KB7g| is bounded by a constant, f is bounded by a constant (regardless
of how numbers are encoded), so both ¢; and {5 are polynomial in |KB 4|.

Hence, |DD(KB)| is exponential in |KB| only because the number of rules in
DD(KB) is bounded by the number of closures obtained by saturating the set of clo-
sures I'rry = E(KB71 U KBRr) U gen(KB) by BSB’LJF. Since I'Tr, does not contain
ABox closures, by Lemma 3.3.8 the number of closures in Sat(I'7r4) is exponential in
|KB71Rr|. Since we assume that the latter is bounded by a constant, both the number
of rules in DD(KB) and their length are bounded by constants, so |[DD(KB)| is poly-
nomial in |KB 4|, and can be computed from KB in polynomial time. Now the claim
of the lemma follows from a well-known fact that checking satisfiability of a disjunctive
datalog program is NP-complete [31]. A minor difference is that DD(KB) may contain
concrete predicates, so for the sake of completeness we prove this result as well.

Assuming DD(KB) contains r rules and at most v variables in a rule, the number
of literals in a ground instantiation ground(DD(KB)) is bounded by r - ¢§ 4+ ¢ (in
each rule, each variable can be replaced in ¢; possible ways). Assuming r and v
are bounded by constants, |ground(DD(KB))| is polynomial in |KB 4|. Satisfiability of
ground(DD(KB)) can be checked by non-deterministically generating an interpretation
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I and then checking whether it is a D-model. Checking whether I is a model can be
performed in polynomial time. To additionally check whether I is a D-model, it is
sufficient to check whether 7 is D-satisfiable, which can be done in polynomial time by
assumption. Since DD(KB) and KB are equisatisfiabile by Theorem 5.4.2, the claim
of the lemma follows. O

Lemma 6.1.2 (Hardness). Checking satisfiability of an ALC knowledge base KB is
NP-hard in |KB 4|.

Proof. The proof is by the reduction from a well-known Graph 3-Coloring problem: a
graph G is 3-colorable if and only if it is possible to assign a singe color from the set
{Red, Green, Blue} to each of the graph’s vertices such that no two adjoining vertices
have the same color. Deciding whether G is 3-colorable is known to be NP-complete
in the number of edges [90].

Assuming that G is given as a symmetric relation edge, we construct the knowledge
base KBg whose ABox contains only the edge assertions, and whose TBox contains
the following axioms:

T C Red U Green LI Blue (6.1)
Red 1 Green T L (6.2)

Green M Blue C 1 (6.3)

Red M Blue C 1 (6.4)

Red C Vedge.—Red (6.5)
Green C Vedge.—~Green (6.6)
Blue C Vedge.—Blue (6.7)

Obviously, G is 3-colorable if and only if KB is satisfiable. Namely, (6.1) specifies
that each individual (i.e. vertex) in the model must be assigned at least one color,
(6.2) — (6.4) specify that colors are pair-wise disjoint so each vertex is assigned at most
one color, and (6.5) — (6.7) specify the conditions of 3-colorability. Hence, each model
of KB¢ gives an assignment of colors to vertices of G; conversely, each assignment of
colors of GG specifies a model of KB¢. Since the size of the TBox of KB is constant,
and the size of ABox of KBg is double the number of edges of G, the claim of the
lemma follows. O

We now state the main result of this section.

Theorem 6.1.3. Let KB be an extensionally reduced knowledge base expressed in
any logic between ALC and SHZQ(D). Assuming a polynomial oracle for reasoning
with concrete domains and a bound on the arity of concrete domain predicates, data
complexity of certain reasoning problems is as follows:

e checking KB satisfiability is NP-complete,
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e checking KB unsatisfiability is co-NP-complete, and

o checking whether KB |= «, for « of the form (=)C(a) with |C| bounded or of the
form (=)R(a,b), is also co-NP-complete.

Proof. The first claim is a direct consequence of lemmata 6.1.1 and 6.1.2. Checking
unsatisfiability is a complementary problem to checking satisfiability, so the second
claim follows from the first one. Furthermore, both instance checking (assuming |C| is
bounded) and role checking can be reduced to unsatisfiability in constant time, so the
third claim follows from the second one. O

We finish this section with a remark that, if a knowledge base is extensionally
reduced, then ABox assertions do not contain number restrictions, so |KB 4| and data
complexity do not depend on the used number coding.

6.2 A Horn Fragment of SHZQ(D)

Horn logic is a well-known fragment of first-order logic where formulae are restricted to
clauses containing at most one positive literal. Hence, each Horn clause can be under-
stood as a rule where several body literals imply one head literal. The main limitation
of Horn logic is the inability to represent disjunctive information; however, the main
benefit of Horn logic is the existence of refutation procedures, such as SLD-resolution,
which can be efficiently implemented in practice [94]. Furthermore, if function symbols
are not used, data complexity of query answering in Horn logic is P-complete [31], thus
making function-free Horn logic suitable for practical usage.

Following this idea, in this section we identify the Horn fragment of SHZQ(D) en-
joying similar properties. In Horn-SHZ Q(D) the capability of representing disjunctive
information is traded for P-complete data complexity of reasoning. This fragment is
not defined by enumerating DL constructors; rather, it is defined by the way construc-
tors are used, as specified by the following test:

Definition 6.2.1. Let plt and pl~ be two mutually recursive functions assigning a
non-negative integer to a SHZQ(D) concept D, defined inductively as in Table 6.1,
where [0] =0 and [n] =1 forn > 0. For a concept D and a position p of a subconcept
in D, let pl(D,p) be defined as follows:

- I*(D|,) if pol(D,p) =1
pl(D,p) = { E|*(D|p) if g0|(D,]€) =-1

A SHIQ(D) concept C is a Horn concept if pl™(C,p) < 1 for each position
p of a subconcept in C (including the empty position €). An extensionally reduced
ALCHZIQ(D) knowledge base KB is Horn if for each axiom C T D € KB 4, the con-
cept =C'UD is Horn. An extensionally reduced SHZQ(D) knowledge base KB is Horn
if Q(KB) is Horn.
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Table 6.1: Definitions of pl* and pl~

D pI* (D) pI” (D)

T 0 0

1 0 0

A 1 0

-C pl~(C) pl ™ (C)
Cim...1MCy, maxy <i<, [Pl (C7)] Di<i<n [P (CH)]
Cru...UGCy Sicicn [PIT(CH)] maxi<i<n Pl (Cs)
JRrR.C I [pl=(C)]

YR.C [pIt(O)] 1

>nR.C 1 B2 4 [plt(O)]
<nR.C 2t 4 (n+1) - [pl=(O)] 1

I, ..., Tp.d 1 1

YTy, .., Tpd 1 1

>nT 1 (n—1)n

<nT n(ntl) 1

As we show in the example below, the structural transformation from Subsec-
tion 3.3.1 should be fine-tuned in order to preserve Horness. We first define the
extended version of the transformation, and then discuss the intuition behind this
definition.

Definition 6.2.2. A Horn-compatible structural transformation is identical to the one
from Definition 3.53.1 with the following difference in the definition of Def(C'), where
a=Q if pl(C,p) >0, and a = =Q if pl(C,p) = 0, Q is a new atomic concept, and
~(-Q) = Q:

{C} if AC) =0
{—a U Cl,} UDef(Claly) if p€ A(C) and pol(C,p) =1
{—au-=C|,} UDef(C[-a]p) if pe A(C) and pol(C,p) = —1

Def(C) =

Unless otherwise explicitly mentioned, in the rest of this section we assume that
=Z(KB) is computed using the Horn-compatible structural transformation. It is obvious
that Lemma 3.3.2 holds in this case as well, i.e. that KB and Z(KB) are equisatisfiable.
The only difference to Definition 3.3.1 is that a concept at a position p in C' can be
replaced with =@ instead of with @, depending on pol(C, p) and pl(C, p). This change
does not affect the correctness of the transformation.

We now explain the intuition behind definitions 6.2.1 and 6.2.2. By Table 2.1,
one can see that pl™(C) yields the maximal number of positive literals in closures
obtained by clausifying Vz : m,(C,x) for a concept C. In counting the literals, one
has to take care in handling subconcepts. For example, let C' = VR.D1 UVR.—Do; in
clausification of C', subconcepts VR.D; and VR.— Dy are replaced with new names a;
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and ag. The above definitions ensure that a; = —Q)1 and as = ()2. Namely, clausifying
VR.—Dy does not yield positive literals; therefore, one can freely let ~a; be a positive
atomic concept. On the contrary, translating VR.D; does yield one positive literal,
so one should ensure that —as is a negative atomic concept; otherwise, the structural
transformation would introduce a non-Horn concept —a U C|,. To summarize, C|,
is replaced with « being a positive atomic concept if clausification of C|, produces a
positive literal, and a negative atomic concept otherwise.

The function | | takes into account that C|, will be replaced with only one positive
atomic concept even if clausification of C|, produces more than one positive literal.
For example, clausifying D; Ll Dy in the concept C' = VR.(D; U Ds) produces two
positive literals; however, D1 LI Do will be replaced in C' by structural transformation
with only one positive literal.

One also needs to distinguish between subconcepts occurring under positive and
negative polarity: in =(—=AM—-B) the concepts = A and —B are effectively positive, and
M is effectively L. Hence, plI*(C|,) (pl~(C|,)) counts the number of positive literals
used to clausify C|,, provided that C|, occurs in C' under positive (negative) polarity.

Now a concept C' is Horn if closures obtained by clausifying C' (and indirectly
each subconcept of C') contain at most one positive literal. For Horn knowledge
bases, special care must be taken in handling transitivity axioms. Namely, although
transitivity axioms are translated by 7 into Horn closures in the reduction to dis-
junctive datalog they are encoded by axioms of the form VR.C' C VS.(VS.C)). Now
pIt (AR.~C UVS.(VS.C)) = 1+ plT(C), so if pIT(C) > 0, Q(KB) is not a Horn knowl-
edge base. Definition 6.2.1 simply takes the effect of €2 into account.

Lemma 6.2.3. For a Horn-SHZIQ(D) knowledge base KB, each closure from Z(KDB)
contains at most one positive literal.

Proof. We first show the following property (*): for a Horn concept C, all concept
in Def(C) are Horn concepts. The proof is by induction on the application of the
operator Def. The induction base for A(C) = () is obvious. Consider an application of
Def(C), where C' is a Horn concept and p a position of a subconcept of C, such that
C|, is neither an atomic concept, nor a negation of an atomic concept, and for each
position ¢ below p, C|, is either an atomic concept or a negation of an atomic concept.
Observe that in all cases, we have pl*(a) = pl(C,p) and pl™(-a) = 1 — pl(C,p). We
now consider two cases, depending on pol(C, p):

e Consider pol(C,p) = 1. We have pl* (-=alIC|,) = plIT (—a)+plT (C|,) = pIT (=) +
pl(C,p) = 1. Furthermore, since pl(C,p) = pl(C[alp, p), Cla], is a Horn concept.

e Consider pol(C,p) = —1. We have plT(-a U =C|,) = plT(-a) + pI=(C|,) =
pl™ (=) + pl(C, p) = 1. Furthermore, since pl(C,p) = pl(C[-a]p,p), C[a], is a
Horn concept.

Hence, each application of the operator Def decomposes a Horn concept into C' two
simpler Horn concepts, so (*) holds. Furthermore, for each C|, or =C/, in the definition
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of Def, each immediate subconcept is either an atomic concept, or a negation of an
atomic concept.

For D € Def(C), by definition of 7 it is easy to see that pl™ (D) gives the maximal
number of positive literals occurring in a closure from Cls(Va : m (D, z)). Thus, if C
is a Horn concept, all closures from Cls(Def(C')) have at most one positive literal. All
closures obtained by translating RBox and ABox axioms of Q(KB) obviously contain
at most one positive literal, so the claim of the lemma follows. ]

We now show that BSB’;, when applied to Horn premises, produces only Horn
conclusions.

Lemma 6.2.4. If all premises of an inference by l’)"S’]]:D)’LJr contain at most one positive
literal, the inference conclusions contain at most one positive literal as well.

Proof. In ordered hyperresolution and positive or negative superposition, each side
premise participates in an inference on the positive literal, which does not occur in
the conclusion. Hence, the number of the positive literals in the conclusion is equal to
the number of positive literals in the main premise. Furthermore, reflexivity resolution
only reduces the number of negative literals in a closure, and equality factoring is never
applicable to a closure with only one positive literal. All side premises of a concrete
domain resolution inference participate in the inference on the positive literals, so
the conclusion contains only negative literals. Finally, a closure participating in a
decomposition inference must contain the single positive literal R(t, f(¢)), so both
resulting closures have exactly one positive literal. O

The following corollary is a direct consequence of lemmas 6.2.3 and 6.2.4:

Corollary 6.2.5. If KB is a Horn ACCHZQ(D) knowledge base, then DD(KB) is a
Horn datalog program.

We are now ready to show the main result of this section.

Lemma 6.2.6 (Membership). For an extensionally reduced Horn-SHZQ(D) knowl-
edge base KB, if D-satisfiability of finite conjunctions over ®p can be decided in poly-
nomial time, data complexity of checking D-satisfiability of KB is in P, assuming a
bound on the arity of concrete predicates.

Proof. Since KB is satisfiable if and only if DD(KB) is satisfiable, data complexity of
checking satisfiability of KB is bounded by the data complexity of checking satisfiability
of a Horn program DD(KB). It is well-known that the latter can be performed e.g.
using bottom-up fixpoint saturation in polynomial time [31]. In our case DD(KB) can
contain constraints and concrete predicates, which may be used to derive the empty
closure. However, concrete domain resolution may be applied once, after fixpoint has
been computed. Hence, saturation of DD(KB) can be performed in time polynomial
in the number of facts. As in Lemma 6.1.2, [DD(KB)| is polynomial in |KB 4|, so the
claim of this lemma follows. O
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Lemma 6.2.7 (Hardness). Checking satisfiability of a Horn ALC knowledge base KB
is P-hard in |KB 4].

Proof. The proof is by the reduction from the well-known Reachability problem, i.e.
deciding whether there is a path from a node a; to a node a, in a graph G. This
problem is known to be P-complete [90] in the number of edges of G.

Assuming that G is given as a symmetric relation edge, we construct the knowledge
base KB whose ABox contains only the edge assertions and the axioms C(a;) and
—C(ay), and whose TBox contains only the following axiom:

C C Vedge.C (6.8)

Obviously, there is a path from aq to a, in G if and only if KB« is unsatisfiable.
Namely, if there is such a path in G, the axiom 6.8 makes sure that for all individuals
a; on a path, ail € C! for any interpretation I, thus forcing a contradiction on a,.
Conversely, if there is not such a path, an model I of KB can be generated from G
by setting edge! = edge, and al € C! if and only if a; is reachable from aj. Since the
size of the TBox of KB is constant, the size of ABox of KB is double the number
of edges of G plus two, and KB is obviously a Horn knowledge base, unsatisfiability
is P-complete. Since satisfiability is a complementary problem to unsatisfiability, it is
also P-complete. O

The following theorem is an immediate consequence of these two lemmata.

Theorem 6.2.8. Let KB be an extensionally reduced Horn knowledge base expressed
in any logic between ALC and SHZQ(D). Assuming a polynomial oracle for reasoning
with concrete domains and a bound on the arity of concrete domain predicates, then
the problems of checking KB (un)satisfiability, and checking whether KB |= «, for «
of the form (—=)C(a) with |C| bounded or of the form (=)R(a,b), are P-complete in the
size of data.

6.3 Discussion

To better understand the results from the previous two sections, we contrast them with
well-known results for (disjunctive) datalog [31]. Since datalog has been successfully
applied in practice, this analysis gives interesting insights into practical applicability
of DLs.

Interestingly, the data complexities of datalog variants and of corresponding SHZ Q
fragments coincide. Namely, without disjunctions a SHZQ knowledge base and a
datalog program always have at most one model, which can be computed in polynomial
time. With disjunctions, several models are possible, and this must be dealt with using
reasoning-by-cases. Intuitively, one needs to “guess” a model, and this increases data
complexity to NP.

The key difference between datalog and DLs is reflected in the parametric com-
plexity. For a datalog program P and a ground atom «, checking whether P = « can
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be performed in time O(|P|”), where v is the maximal number of distinct variables
in a rule of P. Namely, the problem can be solved by grounding P, i.e. replacing in
each rule of P all variables with individuals from P in all possible ways. The size of
the grounding is obviously bounded by |P|”, and propositional logic programming is
P-complete, which gives the above estimate. In general, v is linear in |P|, so the size of
the grounding is exponential; thus, the combined complexity of datalog coincides with
the combined complexity of SHZQ. However, in practical applications v is usually
small, so it makes sense to assume a bound on v. Under this assumption, datalog
actually exhibits polynomial behavior.

An intuitive analogous limitation for DLs might be to restrict the size of concepts
in axioms. However, this is not an adequate limitation, since axioms with complex
concepts can be polynomially reduced to axioms with just elementary DL concepts by
structural transformation. Namely, DLs are closely related to two-variable fragment of
first-order logic: ALC concepts correspond to first-order formulae with only two vari-
ables regardless of nesting. By limiting the numbers occurring in number restrictions,
for SHZQ the number of variables in axioms is “intrinsically” bounded.

We summarize the difference between datalog and DLs as follows: assuming a
bound on the axiom length, but not on the number of axioms, reasoning in datalog is
(non-deterministically) polynomial, but in DLs it is exponential. The reason for this is
that DLs provide the existential quantifier, which can succinctly encode models with
paths of exponential length. The saturation step eliminates the function symbols, but
it also incurs an exponential blowup in the program size to account for such paths.
Hence, although combined complexity of both datalog and DLs is exponential, the
reasons for exponential behavior are different.

In [5, Chapter 5] two sources of complexity in DLs have been identified: OR-
branching caused by the existence of numerous possible models, and AND-branching
caused by the existence of paths within a model. Our results show that OR-branching
is not so “bad” as AND-branching: the former incurs “only” an increase to NP, whereas
the latter incurs an increase in complexity to EXPTIME.

6.4 Related Work

Data complexity of reasoning in description logics was not considered by many re-
searchers so far. We are only aware of [102], where the complexity bounds of instance
checking for certain description logics were given. In particular, it was shown that
combined complexity of instance checking for languages with polynomial subsumption
algorithm, such as AL and ALN, is also polynomial. For language ALE it was shown
that instance checking is co-NP-hard in the size of data; however, I} is given as the
upper bound. Furthermore, it was shown that the combined complexity of instance
checking in ALE is PSPACE-complete. Finally, for ALR, it was shown that the com-
bined complexity of instance checking is NP-complete. It was pointed out that the
additional source of complexity in ALE over ALR arises from qualified existential
quantification.
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None of the logics considered in [102] is as expressive as ALC or SHZQ(D). In
particular, no considered logic allows general inclusion axioms, which are known to have
a significant impact on the computation complexity. Furthermore, the complexity of
reasoning in [102] is measured in the size of the ABox which is allowed to contain
complex concept expressions. Our work addresses the logic with general inclusion
axioms, but requires ABox not to contain complex concept expressions. Hence, our
results measure the complexity in the number of simple facts, with no terminological
knowledge in the ABox.



Chapter 7

Integrating Description Logics
with Rules

Although SHZQ(D) is very expressive, it is a decidable fragment of first-order logic,
and thus cannot express arbitrary axioms. More importantly, the only axioms it can
express are of a certain tree-structure [49]. Decidable rule-based formalism such as
function-free Horn rules! do not have this restriction, but lack some of the expressive
power of SHZQ(D), since they are restricted to universal quantification and provide,
in their basic form, no negation. To overcome the limitations of both approaches,
description logics were extended with rules in [58], but this extension is undecidable
[58]. Intuitively, the undecidability is due to the fact that adding rules to SHZQ(D)
causes the loss of any form of tree model property. In a logic with such a property,
every satisfiable knowledge base has a model of a certain tree-shaped form, so to decide
satisfiability, it suffices to search for such a model only. For most DLs, it is possible to
ensure termination of such a search.

It is natural to ask what kind of (non-tree) rules can be added to SHZQ(D) while
preserving decidability. This follows a classic line of research in knowledge representa-
tion, namely to investigate the trade-off between expressivity and complexity, and to
provide different formalisms with varying expressive power and complexity. This not
only allows to understand the causes for the undecidability of the full combination,
but also enables a more detailed analysis of the complexity and, ultimately, the design
of “specialized” decision procedures. Applications that do not require the expressive
power of the full combination can use such procedures, and rely on the known up-
per time and space bounds required to return a correct answer. Finally, in the last
decade, it turned out that these specialized decision procedures are amenable to op-
timizations, thus achieving surprisingly good performance in practice even for logics
with high worst-case complexity [5, Chapter 9].

In this chapter, we present a decidable combination of SHZQ(D) with rules, where
decidability is due to restricting the rules to so-called DL-safe ones. Importantly, we

'Throughout this chapter, we use “rules” and “clauses” synonymously, following [58].

99
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Table 7.1: Example Knowledge Base

Person(Peter) Peter is a person.

Person C Jfather. Person Each person has a father who is a person.
father.(3father. Person) C Grandchild | Things having a father of a father who

is a person are grandchildren.

do not restrict, the component languages, but only reduce the interface between them.
Generalizing the approach of other decidable combinations of rules and description
logics [72, 35], in DL-safe rules, concepts and roles are allowed to occur in both rule
bodies and heads as unary, respective binary predicates in atoms, but each variable of
a rule is required to occur in some body literal whose predicate is neither a concept
nor a role. We discuss the expressive power and the limitations of our approach on a
non-trivial example. Moreover, we show that query answering with DL-safe rules can
be performed by simply appending the rules to a program obtained by the reduction
from Chapter 5.

7.1 Reasons for Undecidability of SHZQ(D) with Rules

In [58], an extension of OWL-DL with rules was presented, where the integration is
achieved by requiring that No U N, U N, € Np. In other words, integration of
OWL-DL and rules is achieved by simply allowing concepts and roles to be used in
rules as unary and binary atoms, respectively. Furthermore, it was shown that such
an extension unfortunately leads to undecidability of the following problem: given an
OWL-DL knowledge base KB and a program P, is there a common model of 7(KB)
and P, i.e. is KB consistent with P? As a consequence, subsumption and query
answering w.r.t. knowledge bases and programs are also undecidable. Investigating
this proof and the ones in [72] more closely, we note that the undecidability is caused
by the interaction between some very basic features of description logics and rules. In
this section, we try to give an intuitive explanation of this result and its consequences.

Consider the simple knowledge base KB from Table 7.1. It is not too difficult to
see that this knowledge base implies the existence of an infinite chain of fathers: since
Peter must have a father, there is some z; who is a Person. In turn, z; must have
some father zo, which must be a Person, and so on. An infinite model with such a
chain is shown in Figure 7.1, upper part a). Observe that Peter is a grandchild, since
he has a father of a father, who is a person.

Let us now check whether KB = Grandchild(Jane); this is the case if and only
if KB U {—=Grandchild(Jane)} is unsatisfiable, i.e. if it does not have a model. We
can check this by trying to build such a model; if we fail, then we conclude that
KB U {—~Grandchild(Jane)} is unsatisfiable. However, we have a problem: starting
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from Peter, a naive approach to building a model will expand the chain of Peter’s
fathers indefinitely, and will therefore not terminate.

This very simple example intuitively shows that we have to be careful if we want to
ensure termination of a satisfiability checking algorithm. For many DLs, termination
can be ensured without losing completeness because we can restrict our attention to
certain “nice” models. For numerous DLs, we can restrict our attention to tree models,
i.e. to models where the underlying relational structure forms a tree [115]. This is
so because every satisfiable knowledge base has such a tree model (to be precise, we
actually consider tree-like abstractions of non-tree models). Even if such a tree model
is infinite, we can wind this infinite tree model into a finite one. In our example, since
KB does not require each father in the chain to be distinct (i.e. there is no axiom
requiring the role father to be acyclic), the model in Figure 7.1, lower part b) is the
result of “winding” an infinite tree into a “nice”, finite model. Due to their regular
structure, these “windings” of tree models can be easily constructed in an automated
way. To understand why every satisfiable SHZQ(D) knowledge base has a tree model
[61], consider the mapping 7 from tables 2.1 and 2.3 more closely (we abstract some
technicalities caused by the transitive roles): in all formulae obtained by transforming
the result of 7 into prenex normal form, variables are connected by roles only in a
tree-like manner, as shown in the following example:

3S.(3R.CN3R.D)C Q =
Vo : {3y : S(z,y) ATz : R(y,z) ANC(z)) A (Fz: R(y,z) A D(x))] — Q(z)} =
Vo, x1, w2, 23 : {S(z,21) A R(x1,22) A C(22) A R(z1,23) A D(23) — Q(x)}

Let us contrast these observations with the kind of reasoning required for function-
free Horn rules. In such rules, all variables are universally quantified, i.e. there are no
existentially quantified variables in rule consequents. Hence, we never have to infer the
existence of “new” objects. Thus, reasoning algorithms must consider only individuals
which are explicitly introduced and are given a name in the knowledge base. Reasoning
can be performed by grounding the rules, i.e. replacing the variables in the rules with
all individuals from the knowledge base in all possible ways. Through grounding, first-
order reasoning becomes propositional, since a ground rule is essentially equivalent to
a propositional clause. For a finite program, the number of ground rules is also finite,
and satisfiability of a set of propositional clauses is decidable. Hence, the rules, such as

peter X, X,
Legend: @ @ @ » 3

@® Person A Grandchild

— father
equivalent nodes .—’.G b)
peter X

1

Figure 7.1: Two Similar Models
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the one defining hasAunt(z,y) from the introduction, are allowed to enforce arbitrary
but finite, non-tree models, and not only “nice” models.

Now let us see what happens if we extend SHZQ(D) with function-free Horn rules.
Then, we combine a logic whose decidability is due to the fact that we can restrict
our attention to “nice” models (but with individuals whose existence may be implied
by a knowledge base) with the one whose decidability is due to the fact that we can
restrict our attention to “known” individuals (but with arbitrary relations between
them). Unsurprisingly, this and similar combinations are undecidable [72, 58].

7.2 Combining Description Logics and Rules

We now formalize the interface between SHZQ(D) and rules.

Definition 7.2.1 (DL Rules). Let KB be a SHZIQ(D) knowledge base and let Np
be the set of predicate symbols such that {~} U No U Ngr, U Nr, C Np. For s and t
constants or variables, a DL-atom is an atom of the form A(s), where A € N¢, or of
the form R(s,t), where R € Nr, U Ng, and is simple in KB. A non-DL-atom is an
atom with a predicate from Np \ (No¢ U Ng, U Nr. U{=}). A (disjunctive) DL rule
is a (disjunctive) rule allowed to contain DL- and non-DL-atoms. A DL program is a
set of (disjunctive) DL rules.

The semantics of the combined knowledge base (KB, P), where KB is a SHZQ(D)
knowledge base and P is a DL program, is given by translation into first-order logic
as m(KB) U P, where each rule A1 V ...V A, «— Bi,..., By, is treated as a clause
A1V ...V A,V By V..V B,,. The main inferences in (KB, P) are satisfiability
checking, i.e. determining whether a first-order model of 71(KB)U P exists, and query
answering, i.e. determining whether m1(KB)U P |= « for a ground atom «, written as

(KB, P) [ a.

A few remarks regarding Definition 7.2.1 are in order.

Relationship with Existing Formalisms. The above definition yields a formalism
compatible with the ones from [58, 72]. The main difference from [58] is that we allow
non-DL-atoms to occur in a rule, and that we require only complex concepts to occur
in a rule. The latter is a technical assumption and is not really a restriction: for a
complex concept C', one can always introduce a new atomic concept A¢, add the axiom
Ac = C to the TBox, and use A¢ in the rule. This transformation is obviously linear
in the size of P.

Decidability. Since the formalism is compatible with [58], we immediately have
that the reasoning in DL rules is undecidable. To achieve decidability we introduce
the notion of DL-safety in Section 7.3.
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Minimal vs. First-order Models. Rules are usually interpreted under minimal
model semantics, i.e. only models minimal w.r.t. set inclusion are considered; we write
P =, « if a formula « is true in all minimal models of P. However, in Definition
7.3.1 we assume the standard first-order semantics for rules, where P = « means that
« is true in all models of P. We briefly discuss the differences between these two
approaches, and their practical consequences.

Assume that « is a positive ground atom. It is easy to see that in such a case,
P |= « if and only if P =, a. Namely, if a is true in each model of P, it is true in
each minimal model of P as well, and vice versa. Therefore, for entailment of positive
ground atoms, it is not important whether the semantics of P is defined w.r.t. minimal
or w.r.t. general first-order models.

Assume now that « is a negative ground atom. In this case, there is a difference
between minimal model semantics and first-order semantics, as shown by the following
example. For a = —A(b) and P = {A(a)}, it is clear that P [~ «. Namely, —A(b)
is not explicitly derivable from the facts in P: M; = {A(a), A(b)} is a perfectly valid
first-order model of P and « is false in M;. However, P has exactly one minimal model
My = {A(a)} and —A(b) is obviously true in My, so P =, a.

The type of semantics also affects concept subsumption: let « = Va : C(z) — D(x)
and P = {C(a),D(a)}. Similarly as above, P ~ «; namely, M, = {C(a), D(a),C(b)}
is a model of P in which « is false. However, My = {C(a), D(a)} is the only minimal
model of P and « is true in Mas, so P =, a. The distinction between minimal models
and general first-order models fundamentally changes the computational properties of
concept subsumption: equivalence of general programs under minimal model semantics
is undecidable [110], whereas under first-order semantics it is decidable and can be
reduced to satisfiability checking using standard transformations.

To summarize, the difference between first-order and minimal model semantics is
not relevant for query answering if queries are positive atoms; however, it is relevant
for queries which involve negation or for concept subsumption. Negative queries are
usually considered in a more general framework of negation-as-failure, where negation
is interpreted as failure to prove a query, thus yielding a non-monotonic formalism.
Whereas non-monotonic features are certainly very important for the Semantic Web,
we do not address them in this paper. Instead, our results are an initial step towards
providing a practical hybrid knowledge representation formalism integrating descrip-
tion logics and rules. We also believe that our work may be used as a sound basis for
future non-monotonic extensions.

7.3 DL-safety

We now introduce DL-safety restriction as one possible way to make reasoning with
DL rules decidable.
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Definition 7.3.1 (DL-safe Rules). A (disjunctive) DL rule r is DL-safe if each vari-
able occurring in r also occurs in a non-DL-atom in the body of r. A (disjunctive)
program P is DL-safe if all its rules are DL-safe.

DL-safety is similar to safety in datalog. In a safe rule, each variable occurs in a
positive atom in the body, and may therefore be bound only to constants explicitly
present in the database. Similarly, DL-safety ensures that each variable is bound only
to individuals explicitly introduced in the ABox. For example, if Person, livesAt, and
worksAt are concepts and roles from KB, the following rule is not DL-safe:

Homeworker(x) < Person(x), livesAt(x,y), worksAt(z,y)

The reason for this is that both variables x and y occur in DL-atoms, but do not occur
in a body atom with a predicate outside of KB. This rule can be made DL-safe by
adding special non-DL-atoms O(x), O(y) and O(z) to the body of the rule, and by
adding a fact O(a) for each individual a occurring in KB and P. Thus, the above rule
becomes

Homeworker(x) « Person(z), livesAt(z,y), worksAt(z,y), O(x), O(y), O(z)

This rule is obviously DL-safe. In Subsection Section 7.4 we discuss the consequences
that this transformation has on the semantics.

7.4 Expressivity of DL-safe Rules

It is important to notice that, to achieve decidability, we do not restrict the component
languages. Rather, we combine full SHZQ(D) with function-free Horn rules, and thus
extend both formalisms. DL-safety only restricts the interchange of consequences be-
tween the component languages to those consequences involving individuals explicitly
introduced in the ABox.

To illustrate the expressive power of DL-safe rules, consider the axioms and rules
from Table 7.2. We use a rule to define the only non-DL-predicate BadChild as a
grandchild who hates some of his siblings (or himself). Notice that this rule involves
relations forming a triangle between two siblings and a parent, and thus cannot be
expressed in SHZQ(D). Moreover, the rule is not DL-safe since each variable in the
rule does not occur in a non-DL-atom in the rule body.

Now consider the first group of ABox facts. Since Cain is a Person, as in Section 7.1
one may infer that Cain is a Grandchild. Since Cain and Abel are children of Adam,
and Cain hates Abel, we derive that Cain is a BadChild.

Similarly, since Romulus and Remus are persons, they have a father. Due to the
second rule, the father of Romulus and Remus must be the same. Now Romulus hates
Remus, so Romulus is a BadChild as well. We are able to derive this without knowing

exactly who the father of Romulus and Remus is®.

2 Actually, the father of Romulus and Remus is Mars, but this fact is not well-known. Still, the
father’s existence is certain, and this is exactly what the knowledge base represents.
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Table 7.2: Example with DL-safe Rules

Person T 3father. Person Each person has a father who is a person.
father.(3father.Person) T Grandchild Things having a father of a father who
is a person are grandchildren.
father C parent Fatherhood is a kind of parenthood.
BadChild(z) «— Grandchild(x), A bad child is a grandchild who hates
parent(z,y), parent(z,y), hates(x, z) one of his siblings.
BadChild'(x) «— Grandchild(x), DL-safe version of a bad child.

parent(xz,y), parent(z,y), hates(x, z),
O(z),0(y), O(z)

Person(Cain) Cain is a person.
father(Cain, Adam) Cain’s father is Adam.
father(Abel, Adam) Abel’s father is Adam.
hates(Cain, Abel) Cain hates Abel.
Person(Romulus) Romulus is a person.
Person(Remus) Remus is a person.

x 2y « father(Romulus, x), father(Remus,y) | Romulus and Remus have the same father.
x =y «— father(Romulus, x), father(Remus, y), | DL-safe version.

O(x), O(y)

hates(Romulus, Remus) Romulus hates Remus.

Child(xz) <« GoodChild(zx), O(x) Good children are children.
Child(z) < BadChild'(z), O(z) Bad children are children.
(GoodChild U BadChild")( Oedipus) Oedipus is a good or a bad child.

O(a) for each explicitly named individual @ | Enumeration of all ABox individuals.

Consider now the DL-safe rule defining BadChild": since the father of Cain and
Abel is known by name (i.e. Adam is in the ABox), the literal O(y) from the rule
for BadChild’ can be matched to O(Adam), and we may conclude that Cain is a
BadChild'. In contrast, the father of Romulus and Remus is not known in the ABox.
Hence, in the DL-safe version of the second rule, O(x) and O(y) cannot be matched to
the father’s name, so the rule does not derive that the fathers of Romulus and Remus
are the same. Similarly, in the rule defining BadChild’, the literal O(y) cannot be
matched to the father’s name, so we cannot derive that Romulus is a BadChild'.

This may seem confusing. However, DL-safe rules do have a “natural” reading:
just append the phrase “where the identity of all objects is known” to the meaning
of the rule. For example, the rule defining BadChild' can be read as “A BadChild’
is a known grandchild for which we know a parent, and who hates one of his known
siblings.”

Combining description logics with DL-safe rules increases the expressivity of both
components. Namely, a SHZQ(D) knowledge base cannot imply that Cain is a
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BadChild" because the “triangle” rule cannot be expressed in SHZQ(D). Similarly,
a set of function-free Horn rules cannot imply this either: we know that Cain has a
grandfather because Cain is a person, but we do not know who he is. Hence, we need
the existential quantifier to infer the existence of ancestors, and then infer that Cain
is a Grandchild.

Finally, we point out that it is incorrect to compute all consequences of the de-
scription logic component first, and then to apply the rules to the consequences.
Consider the KB part about Oedipus: he is a GoodChild or a BadChild', but we
do not know exactly which. Either way, one of the rules derives that Oedipus is a
Child, so (KB, P) = Child(Oedipus). This would not be derived by applying the
rules defining Child to the consequences of KB, since KB [~ GoodChild( Oedipus) and
KB [~ BadChild'( Oedipus).

7.5 Query Answering for DL-safe Rules

In a nutshell, we show that reasoning in (KB, P) can be performed by simply appending
P to DD(KB). To show that, we modify the proofs of several lemmata leading to
Theorem 5.4.2.

For a SHZQ(D) knowledge base KB, the first step in query answering is to elimi-
nate transitivity axioms by encoding KB into an equisatisfiable ALCHZ Q(D) knowl-
edge base Q(KB), as explained in Section 3.2. Observe that Definition 7.3.1 allows
only simple roles to occur in DL-atoms, and that in Section 3.2 we show that the en-
coding preserves entailment of such atoms. Hence, for a DL-safe program P, it is easy
to see that (KB, P) and (2(KB), P) are equisatisfiable. Hence, in the rest we assume
without loss of generality that KB is an ALCHZQ(D) knowledge base.

We now show that saturation of Z(KB) U P by BSBZF decides satisfiability of

(KB, P). To obtain a decision procedure, we extend the selection function of BSIBZr
in the following way: if a closure contains negative non-DL-atoms, then all such atoms
are selected and nothing else is selected; if there are no negative non-DL-atoms, the
selection function is the same as in Definition 3.3.3, i.e. it selects all negative binary
literals.

We define the extended ALCHIQ(D)-closures to include the closure types from
Table 3.2 without conditions (#:1) — (vi), the closure types from Table 4.2, and closures
corresponding to DL-safe rules. Furthermore, closures of type 8 are allowed to contain
positive or negative non-functional ground non-DL-atoms.

Lemma 7.5.1. For an ALCCHZQ(D) knowledge base KB, saturation of Z2(KB) U P
by BSB’; decides satisfiability of (KB, P).

Proof. (KB, P) is satisfiable if and only if Z(KB) U P is satisfiable. Furthermore, all
closures from Z(KB) U P are obviously extended ALCHZQ(D)-closures. To show the

claim of the lemma, it is sufficient to show that the following property (*) holds: let
E(KB)UP = Ny,...,N;U{C} be a BSB’J—derivation, where C is the conclusion
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derived from premises in N;. Then C is either an extended ALCHZ Q(D)-closure or it
is redundant in IV;.

All ground non-DL-atoms in Z(KB)U P contain constants. Hence, a superposition
into a ground non-functional non-DL-atom is possible only from a literal (a) =~ (b), and
in the superposition conclusion all non-DL-atoms contain constants. Consider an infer-
ence with some rule r. Since r is DL-safe, it can participate only in a hyperresolution
inference with electrons of type 8 on non-DL-literals. Furthermore, r is safe, so, since
all ground non-DL-atoms contain constants, the hyperresolution binds all variables in
a rule to constants. Hence, the resolvent is a ground closure where non-DL-atoms do
not contain functional terms, so it is of type 8. Closures of type 8 can participate
in BSB’; inferences with other closures in exactly the same way as in Lemma 3.3.5,
Lemma 4.2.1 and Theorem 3.4.6. Hence, the property (*) holds. Since BSB’LJr is sound
and complete, the claim of the lemma follows. O

The next step is to show that rules can simply be appended to the function-free
version of KB.

Lemma 7.5.2. (KB, P) is unsatisfiable if and only if FF(KB) U P is unsatisfiable.

Proof. (KB, P) is unsatisfiable if and only if Z(KB) U P is unsatisfiable. The latter
can be decided by a BSB’;— saturation, in which all non-ground inferences are per-
formed first. Since rules from P contain negative non-DL-atoms selected, they cannot
participate in an inference with non-ground closures from =(KB) U P. Hence, as in
Lemma 5.2.1, Z(KB) U P is satisfiable if and only if I' = Satr(I'7rg) UZE(KB4) U P is
satisfiable.

It is now straightforward to extend Lemma 5.2.3 to show that I' is unsatisfiable if
and only if FF(KB) U P is unsatisfiable. For both directions of the proof, a hyperreso-
lution with a rule r in one closure set can directly be simulated with a hyperresolution
with r in the other closure set. O

We now state our main result:

Theorem 7.5.3. Let KB be an ACCHZQ(D) knowledge base and P a DL-safe dis-
Junctive datalog program. Then (KB, P) is unsatisfiable if and only if DD(KB)U P is
unsatisfiable. Furthermore, (KB, P) |= « if and only if DD(KB) U P =, «, where « is
a DL-atom A(a) or R(a,b), or a is a ground non-DL-atom.

Proof. The first claim is a direct consequence of Lemma 7.5.2. For the second claim,
observe that (KB, P) = « if and only if (KB U {—a}, P) is unsatisfiable. This is the
case if and only if FF(KB U {-a})U P = FF(KB)U P U {—a} is unsatisfiable, which is
the case if and only if DD(KB)U P =, a. O

Query answering in DD(KB) U P can be performed using the algorithm from Sec-
tion 5.5. We now determine its complexity.
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Theorem 7.5.4. Let KB be an ALCHZQ(D) knowledge base, defined over a concrete
domain D, such that D-satisfiability of finite conjunctions over ®p can be decided
in deterministic exponential time, and let P be a DL-safe program. Assuming unary
coding of numbers and a bound on the arity of concrete domain predicates, computing
all answers to a non-ground query in (KB, P) can be done in time exponential in
|KB| + |P|, assuming a bound on the arity of predicates in P, and in time doubly
exponential in |KB| 4+ |P| otherwise.

Proof. Similarly to Lemma 3.3.8, to determine the complexity of the algorithm we
compute the maximal number of closures derived during saturation by BSB. Let p
denote the number of non-DL-predicates, r the maximal arity of a predicate, ¢ the
number of constants occurring in (KB, P), and b the maximal number of literals in a
body of a rule from P. Under the assumptions of the theorem, p, ¢ and b are linear in
|KB| + | P|. If r is not bounded, it is also linear in |KB| + |P|.

The number of non-DL-literals occurring in a maximal ground closure is bounded
by ¢1 = 2p(2¢)" (the first factor 2 allows each literal to occur positively or negatively,
and the second factor 2 allows each term to be marked or not). If the predicate
arity is bounded, then ¢; is polynomial, and if the predicate arity is unbounded, it
is exponential in |[KB| + |P|. From Lemma 3.3.8 we know that the maximal number
of DL-atoms in a closure, denoted as ¢, is polynomial in |KB| assuming a bound on
the arity of concrete domain predicates and for unary coding of numbers. Since each
ground closure can contain an arbitrary subset of these literals, the maximal number
of ground closures derived by BSB is bounded by k = 20112 which is exponential for
bounded arity, and doubly exponential for unbounded arity of predicates in P.

Each rule from DD(KB) U P can participate in a hyperresolution inference with
ground closures in k® ways, which is exponential in |P|. Furthermore, by Theorem 5.4.2
the number of rules ¢ in DD(KB)UP is exponential in | KB|+|P|. Hence, the number of
hyperresolution inference steps is bounded by ¢tk = t - 20(+2) " For bounded arity of
predicates in P, this number is exponential, and doubly exponential otherwise. Hence,
in the same way as in Lemma 4.2.4, the number of concrete domain inference steps is
exponential for bounded arity of predicates in P, and doubly exponential otherwise,
thus implying the claim of the theorem. O

Note that most applications require predicates of small arity. Hence, the assump-
tion that the arity of predicates is bounded is realistic in practice, thus giving a worst-
case optimal algorithm.

Finally, it is easy to see that the same results apply even if the description logic
component is ALCHZQb(D), instead of ALCHZQ(D).

7.6 Related Work

AL-log [35] is a logic which combines a TBox and ABox expressed in the basic de-
scription logic ALC with datalog rules, which may be constrained with unary atoms
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having ALC concepts as predicates in the body. Query answering in AL-log is decided
by a variant of constrained resolution, combined with a tableaux algorithm for ALC.
The combined algorithm is shown to run in single non-deterministic exponential time.
The fact that atoms with concept predicates can occur only as constraints in the body
makes rules applicable only to explicitly named objects. Our restriction to DL-safe
rules has the same effect. However, our approach is more general in the following ways:
(i) it supports a more expressive description logic, (i) it allows using both concepts
and roles in DL-atoms and (4ii) DL-atoms can be used in rule heads as well. Fur-
thermore, (iv) we present a query answering algorithm as an extension of deductive
database techniques which runs in deterministic exponential time.

A comprehensive study of the effects of combining datalog rules with description
logics is presented in [72]. The logic considered is ALCN'R, which, although less expres-
sive than SHZQ, contains constructors that are characteristic of most DL languages.
The results of the study can be summarized as follows: (i) answering conjunctive
queries over ALCN'R knowledge bases is decidable, (ii) query answering in a logic
obtained by extending ALCN'R with non-recursive datalog rules, where both concepts
and roles can occur in rule bodies, is also decidable, as it can be reduced to comput-
ing a union of conjunctive query answers, (i) if rules are recursive, query answering
becomes undecidable, (iv) decidability can be regained by disallowing certain combi-
nations of constructors in the logic, and (v) decidability can be regained by requiring
rules to be role-safe, where at least one variable from each role literal must occur in
some non-DL-atom. As in AL-log, query answering is decided using constrained reso-
lution and a modified version of the tableaux calculus. Besides the fact that we treat
a more expressive logic, in our approach all variables in a rule must occur in at least
one non-DL-atom, but concepts and roles are allowed to occur in rule heads. Hence,
when compared to the variant (v), our approach is slightly less general in some, and
slightly more general in other aspects.

The Semantic Web Rule Language (SWRL) [58] combines OWL-DL with rules in
which concept and role predicates are allowed to occur in the head and in the body,
without any restrictions. Hence, apart from technicalities such as allowing concept
expressions to occur in the rules, the formalism is compatible with DL rules. As men-
tioned before, this combination is undecidable but, as pointed out by the authors,
(incomplete) reasoning in such a logic can be performed using general first-order the-
orem provers. DL-safe rules are a proper subset of SWRL, where some expressivity is
traded for decidability. Furthermore, we provide an optimal query answering algorithm
covering a significant portion of OWL-DL.

In [40] an approach for combining answer set programming with description logic
reasoning was presented. The interaction between the subsystems is enabled by ex-
changing ground consequences between the two components. Hence, the consequences
of the description logic knowledge base can be pushed as facts into the answer set pro-
gram and vice versa. The final set of derived facts is obtained by fixpoint computation.
In this approach, the two systems are not tightly integrated, since interaction between
the systems is performed through the exchange of consequences only.



110 7. Integrating Description Logics with Rules

The approaches from [49] and [116] for reducing certain fragments of description
logics to logic programming can easily be extended with rules, by simply appending
the rules to the result of the transformation. However, the description logic considered
there does not support existential quantifiers, negation, or disjunction under positive
polarity, so it is significantly less expressive than SHZQ(D). Hence, our approach is
a proper extension.



Chapter 8

Answering Conjunctive Queries

Conjunctive queries have been introduced in [29] as a formalism capable of expressing
the class of selection/projection/join/renaming relational queries [2]. The vast major-
ity of relational queries used in the practice can be expressed using the formalism of
conjunctive queries, so a great deal of database research has been devoted to devising
efficient algorithms for query answering and deciding query containment.

Since conjunctive queries have been found useful in diverse practical applications,
it is natural to consider conjunctive queries as an expressive formalism for querying
description logic knowledge bases. Hence, in this chapter we extend our algorithms
to handle reasoning with conjunctive queries. We first develop the query answering
algorithm, and then show how to apply this algorithm to decide query containment.
To the best of our knowledge, this is the first attempt to reasoning with conjunctive
queries over description logic knowledge bases in the framework of resolution.

8.1 Definition of Conjunctive Queries

The description logic we consider is SHZQ(D). However, to eliminate transitivity ax-
ioms, we encode a SHZQ(D) knowledge base KB into an equisatisfiable ALCCHZ Q(D)
knowledge base 2(KB). As mentioned in Section 3.2, this transformation does not pre-
serve entailment of ground complex role atoms. Hence, in the rest we prohibit the usage
of complex roles in conjunctive queries, and focus on ALCHZQ(D).

Definition 8.1.1. Let KB be an ALCHZQ(D) knowledge base, and let x1,. ..z, and
Y1, ..., Ym be sets of distinguished and non-distinguished wvariables, denoted as x and
y, respectively. A conjunctive query over KB, written as Q(x,y), is a conjunction
of DL-atoms of the form (—)A(s) or R(s,t), where s and t are individuals from KB,
distinguished or non-distinguished variables. The basic inferences are:

e Query answering. An answer of a query Q(x,y) w.r.t. KB is an assignment 6
of individuals to distinguished variables, such that KB |= Jy : Q(x0,y).

111
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e Query containment. A conjunctive query Q2(X,y1) is contained in a conjunctive
query Q1(x,y2) w.r.t. KB if KB |=Vx: [Jyz : Q2(x,y2) — Fy1 : Q1(x,y1)].

Negative concept atoms are usually not allowed in a conjunctive query. However,
allowing such atoms to occur in conjunctive queries makes the following presentation
much simpler. Such a definition is fully compatible with all previously considered
definitions.

8.2 Answering Conjunctive Queries

Let KB be an ALCHZQ(D) knowledge base. It is easy to see that, for a conjunctive
query Q(x,y), the assignment 6 such that x = a, is an answer of the query w.r.t. KB if
and only if the set of closures I = Z(KB)U{—~Q(a,y)} is unsatisfiable, where ~Q(a,y)
is a closure obtained by negating each conjunct of Q(a,y). To decide satisfiability of
IV by basic superposition, we define first the notion of a query graph:

Definition 8.2.1. A query graph for a conjunctive query Q(a,y) is a directed graph
with the following structure, where s and t are terms in the query:

o FEach variable y € y is associated with a unique node.

e FEach occurrence of a constant in Q(a,y) is associated with a unique node, i.e.
occurrences of the same constant are associated with distinct nodes.

o For each literal (—)A(s) € Q(a,y), the node s is labeled with (—)A.

o For each literal R(s,t) € Q(a,y), the nodes s and t are connected with a directed
arc labeled R.

FEach conjunctive query defines a distinct query graph, so we do not make an explicit
distinction between the two. Hence, by saying that a query is connected, tree-like or
acyclic, we refer to the properties of the query graph.

Without loss of generality, we can assume that a conjunctive query graph is weakly
connected, i.e. that for each two nodes s and ¢ in the graph, there is either a path from
s to t, or a path from ¢ to s. Namely, assume that a conjunctive query Q(a,y) can be
split into n weakly connected mutually disjoint subqueries Q1(a1,y1), ..., Qn(an, yn)-
It is obvious that KB | A .,<, Qi(ai,yi) if and only if KB = Q;(aj,y;) for all
1 < ¢ < n. The subqueries Q_Z-(;ii,yi) can be computed in polynomial time, so this
assumption does not increase the complexity of reasoning.

A slight problem arises if =Q(a,y) contains unmarked constants. In such a case,
assuming that a; € a; and a} € aj for i € {1, 2}, a superposition of a1 ~ a}Vay ~ aj into
-Q1(a1,y1) and —Q2(az, y2) may produce a closure ~Q1(a),y1) V ~Q2(al, y2). Such
an inference produces a conclusion with more variables than each of its premises, thus
leading to non-termination. To prevent this, we apply the structural transformation



8.2 Answering Conjunctive Queries 113

to 7Q(a,y) and replace I with T, where for each a € a, O, is a new predicate unique
for a, x, is a new variable unique for a, and x, is the vector of variables obtained from
a by replacing each a € a with x,:

I'= 2(KB) U{~Q(%a,y) V \/ 7Ou(za)} U J{Ou(a))

aca aca

The sets I” and T" are obviously equisatisfiable. In the rest we write =Oa(xa) for
Vaca 7Oa(a). We now define the calculus used to decide query answering:

Definition 8.2.2. BS?&; is the BSP calculus parameterized as follows:

o The precedence for LPO is f >pc>pp>p Oy >p Qrf >p Pap >p | for any
function symbol f, constant c, non-definition predicate p, predicate O, definition
predicate Qg r, and propositional symbol p, .

e If a closure C contains a literal =O4(x,), then all such literals are selected;
otherwise, all negative binary literals are selected.

e Inference conclusions, whenever possible, are decomposed according to the follow-
ing table, where t; are terms of the form fi1(... fim(z)...):

eV RO ORIV ed 0
D-pVv R([f(t)],[t]) ~ _‘anv(R)?(:’l’[)) z g'}}((;’ﬁf[ﬁf

(VALED V-V (D An(t]) ~ ﬁQCfSrlftfg)vv(%%ﬁﬁ?fAf’t<"fin

C-pVop,
C-pVOu((b) ~ “Pq bp\/ (ga&)

We extend the ALCHZQ(D)-closures to closures obtained in a saturation of I' by
BSp
Q

Definition 8.2.3. The class of CQ-closures w.r.t. a conjunctive query Q(a,y) over
an ALCHZQ(D) knowledge base KB is obtained as a generalization of closures from
Table 3.2 and Table 4.2, with the following changes:

e Conditions (iii) — (vi) are dropped.

e Closure types 5 and 6 are replaced with a new type 5, which contains all closures
C satisfying each of the following conditions:
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1. C contains only equality, unary or propositional literals.

2. C contains only one variable x.

3. The depth of a term in C is bounded by the number of literals of Q(a,y).
4

. If C contains a term of the form f(t), then all terms of the same depth in
C' are of the form ¢(t), and all terms of smaller depth are (not necessarily
proper) subterms of t.

5. Only the outmost position of a term in C' can be unmarked, i.e. each func-
tional term is either of the form [f(t)] or of the form f([t]).

6. Equality and inequality literals in C' can have the form [f(t)] o [g(t)] or
[f(g(@))] o [t] for o € {=, %}

e Closure type 8 is modified to allow unary and (in)equality literals to contain
unary terms whose depth is bounded by the number of literals in Q(a,y); only
outermost positions in a term can be unmarked; all (in)equality literals are of the
form [f(a)] o [b], [f(#)] o [g(t)], [f(g(t))] o [t] or (a) o (b), for o € {~,%} and t a

ground term; and a closure can contain propositional literals (—)pq,p-

e A new query closure type contains closures of the form —Q([a],y) V p, where
Q([a] ,y) is weakly connected, it contains at least one binary literal and p is a
possibly empty disjunction of propositional literals p = \/(=)pap-

e A new initial closure type contains closures of the form —Oa(Xa) V =Q(Xa,y)-

We now show that saturation of I' by BSgg terminates for each I', thus yielding
a decision procedure for answering conjunctive queries over KB:

Theorem 8.2.4. For a conjunctive query Q(a,y) over an ALCHIQ knowledge base
KB, saturation of I by BSICD&; decides satisfiability of I in time doubly exponential in
|KB|+ |Q(a,y)|, assuming a bound on the arity of the concrete domain predicates and
for unary coding of numbers in input.

Proof. As in Lemma 3.3.5, Condition 5 of Definition 8.2.3 ensures that in each CQ-
closure of type 5’, the maximal literal contains the deepest term of a closure. Based
on this, we show the following property (*): application of a BSgg inference to CQ-
closures results in one or more CQ-closures.

Namely, hyperresolution with a closure of type 7 is possible only with closures of
types 3, 4 and 8, and results in a closure of type 5’ or 8. Furthermore, each conclusion
of a superposition inference into a generator closure is decomposed into a generator
and a closure of type 5. Notice that, since R([f(¢)],[t]) and Inv(R)([t],[f(t)]) are
logically equivalent due to the translation operator 7, the predicate Qny(g),s can be
used as the definition predicate for R([f(x)], ). Finally, since only outermost position
of any term may be unmarked, two terms ¢; and ¢o can be unified only at the outer
positions. Since both terms are unary, they may be unified only if one of them is of
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the form f1(... f;(x)...) and the other is of the form fi(... f;(... fu(2’)...)...), so the
unifier is of the form = — fi11(... fn(2')...). Therefore, the maximal term depth in
the conclusion is n, and the conclusion is a C Q-closure.

Observe that, due to decomposition, all ground closures involving the O predicate
are either of the form Ogy(a) or of the form —pgp V O, (b). Consider an inference with
an initial closure of the form =04 (xa) V 7Q(xa,y). For all variables z, this closure
contains a literal O, (z,), and all such literals are selected, the only possible inference
is by hyperresolution on all O, (x,). This inference generates a query closure of the
form ~Q([a) ) V p.

A more complex case is an inference with a query closure =Q([a],y) V p. All
constants in such a closure are marked, so superposition into it is not possible. Fur-
thermore, since the closure always contains at least one binary literal, it may only
participate as a main premise in a hyperresolution with a unifier ¢ on all binary liter-
als, with side premises F; being of type 3, 4 or 8. For side premises of type 3 and 4,
with x; we denote the free variable of the i-th side premise. Observe that Q([a],y) is
weakly connected.

Assume that at least one side premise is of type 8 or that Q([a],y) contains a
constant term. Then, some term in Q([a],y)o is a ground term «. Let E; be the
side premise matched to the binary literal containing o and some other term (. If
FE; is ground, then ( is obviously a ground term, and if F; is non-ground, since the
maximal literal of E; can only be of the form R(z;, (f(x;))) or R([f(x:)],xi), Eio is
ground, so [ is again a ground term. Since Q([a],y) is weakly connected, constants
are propagated to the entire query, so Q([a],y)o is ground. Since all functional terms
in side premises are of the form f;(z;) and are of depth one, the maximal depth of
a functional term after unification is bounded by the length of the maximal path in
Q([a],y), which is bounded by the number of binary literals in Q([a],y). Hence, the
conclusion is a CQ-closure of type 8.

Assume that no side premise is of type 8 and that Q([a],y) does not contain a
constant. Since Q([a],y) is weakly connected, similarly as in the previous case we
conclude that the unifier o contains mappings of the form z; — s; and y; — t;, where
s; and t; are terms of the form f;1(... fim(z)...), and m is bounded by the length of
the maximal path in Q([a],y). Hence, the hyperresolution conclusion C' contains only
unary literals of the form (—)A([t;]), where ¢; is of the form fi (... fim(z)...) and
m is bounded by the number of binary literals in Q([a],y). Since the conclusion does
not have equality literals, it satisfies conditions 1, 2, 3, 5 and 6 of the C Q-closure type
5, but terms ¢; need not satisfy condition 4. However, the closure is decomposed by
BS?&; into several C O-closures.

This covers all different 882’5 inferences on C Q-closures, so the property (*) holds.

Let p and f be the number of predicates and function symbols occurring in Z(KB),
which are linear in |KB| for unary coding of numbers. The number p’ of predicates Qg
introduced by decomposition after superposition into a generator is quadratic in |KB|.
Similarly, the number p” of propositional symbols p,; introduced by decomposition
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into a literal O,(b) is also quadratic in |[KB|. For n the number of literals in Q(a,y),
the number of terms of the form fi(... f;(z)...) is bounded by £ = f + f2 + ...+ f",
which is exponential in |KB| + |Q(a,y)|.

Consider a hyperresolution inference with a query closure. The conclusion of such
an inference is decomposed only if the conclusion is non-ground, which is possible only
if all premises are of type 3 or 4. Therefore, the hyperresolution conclusion may only
contain predicates from Z(KB) and definition predicates Qg . The number of such
predicates is bounded by 2(p + p’) (the factor 2 takes into account that unary literals
may occur positively or negatively), so the number of predicates Q(-)4, introduced
by decomposition after resolution with a query closure is bounded by o = 2(p + p')¢,
which is exponential in |KB| + |Q(a,y)|. Furthermore, the number of literals in the
longest closure of type 5 is bounded by 2(p + p + p')¢ + p”, which is exponential in
|KB| + |Q(a,y)|. Similarly, the maximal number of ground functional terms is ¢ - ¢,
where ¢ is the number of constants in Z(KB), which gives an exponential bound on
the length of the maximal closure of type 8. Since in all cases a maximal closure is
exponential in length, the number of possible CO-closures is doubly exponential in
IKB| +|Q(a,y)].

For I' as assumed by the theorem, all closures in I' are CQ-closures: closures from
E(KB) are ALCHZ Q-closures, and —~Q(a,y) is either an initial closure, or of type 5,
7 or 8. By property (*), in any derivation I' = Ny, ..., N;, each set N; contains only
CQ-closures. Since the number of closures in each N; is at most doubly exponential in
|KB|+|Q(a,y)|, saturation by BS g&; terminates in doubly exponential time. Since the

number of predicates introduced by decomposition is finite, by Theorem 3.4.4 BS]C?C’;
is sound and complete, so it decides satisfiability of I'. O

8.3 Deciding Conjunctive Query Containment

The algorithm for answering conjunctive queries over ALCHZ Q(D) knowledge bases is
a versatile tool which can be used for other reasoning tasks with conjunctive queries. In
this section we show that it can be used to decide containment of conjunctive queries.

Lemma 8.3.1. Let Q1(x,y1) and Q2(x,y2) be two conjunctive queries with the same
set of distinguished variables over an ALCHZQ(D) knowledge base KB. The query
Q2(x,y1) is contained in the query Q1(X,y2) w.r.t. KB if a is an answer to Q1(X,y1)
over KBU{Q2(a,b)}, where a and b are sets of new distinct individuals, not occurring
in Q1(x,y1), Q2(x,y2) and KB.

Proof. The claim of the lemma can easily be established by transforming the definition
of query containment by well-known identities, as presented below:
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KB | Vx: [By2 : Q2(x,y2) — Jy1 : Q1(x,y1)]

KB U{=Vx : [-3dy2 : Q2(x,y2) V Iy1 : Q1(x,y1)]} is unsatisfiable
KBU{3x,y2 : Q2(x,y2) A Vy1 : 7Q1(x,y1)} is unsatisfiable
KB U{Q2(a,b),Vy1 : 7Q1(a,y1)} is unsatisfiable
KBU{Q2(a,b)} = Jy1: Qi(a,y1)}

a is an answer to Q1(x,y1) over KB U {Q2(a,b)}

teee

In the above transformation a and b are introduced by skolemization of 3x,ys. O

8.4 Related Work

Conjunctive queries have been introduced in [29] as a query language for the relational
model, capable of expressing a large number of practically relevant queries. The prob-
lem of deciding conjunctive query containment was shown to be NP-complete, where
the algorithm is based on deciding whether a homomorphism (i.e. an embedding of
non-distinguished variables) between the subsumed and the subsuming query exists.
Furthermore, the authors identify the close relationship between query answering and
query containment. In practice, query equivalence is used extensively for query opti-
mization in relation databases: the general idea is to transform a complex query into
an equivalent query which can be executed more efficiently [2].

In [109] it was shown that deciding equivalence of recursive queries is undecidable.
However, it is important to understand that this is so only if the minimal fixpoint
semantics is assumed for the queries. Such a semantics is common in logic program-
ming; however, it is principally different from the first-order semantics considered in
our work. Hence, the results from [109] do not directly apply to our results.

Answering conjunctive queries and conjunctive query containment over description
logic knowledge bases was studied in the CARIN system [72]. The description logic
considered is ALCN'R, and is significantly less expressive than the logic considered
in our work. The decision procedure for query answering is based on constrained
resolution, which combines SLD-resolution backward-chaining with tableaux reasoning.

In [26] the authors study the containment of conjunctive queries over constraints,
expressed using the description logic DLR,¢4. This logic is distinguished by allowing
n-ary relations and regular expressions over projections of relations. The technique
used to decide query containment is based on a reduction to satisfiability of CPDL,
(propositional dynamic logic with converse and graded modalities) programs. A similar
technique was used to derive a procedure for rewriting queries over description logics
using views in [28].

In [60] a procedure for deciding containment of conjunctive queries over constraints,
based on the reduction to SHZQ, was presented. In this way the authors obtain a
practical procedure. Namely, they argue that the approach from [26] is not practical,
since a reasoner for CPDL, does not exists.

In [63] conjunctive queries have been proposed as the query language for the Seman-
tic Web. The approach presented there is restricted only to tree-like queries, possibly
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containing constants. However, the approach was generalized later in [113], where an
algorithm for answering conjunctive queries over SH f knowledge bases was presented,
thus being the first algorithm for answering conjunctive queries over a logic with tran-
sitive roles. The algorithm reduces query answering to deciding satisfiability of SHZQ
knowledge bases.

Contrary to the approach from [113], our approach supports inverse roles, but it
allows only simple roles to occur in the queries. To the best of our knowledge, this is
the first algorithm for query answering and deciding query containment based on the
resolution framework.



Chapter 9

Semantics of Metamodeling

Most description logics separate the domain being modeled into two distinct parts: the
intensional part, consisting of concepts and roles, and the extensional part, consisting
of individuals and relations among them. Although such a modeling style is intuitive,
in complex domains it is often difficult to decide whether an entity should be modeled
as a concept or as an individual.

A classical example has been presented in [108] for the biology domain. Consider
modeling relations among different species, and classifying animal specimens into ap-
propriate species. In such a model, the notion of an “Ape” might be considered an
individual of the “Species” concept. This modeling choice is justified by fact that
“Species” might be viewed as the set of all species, containing further species, such as
“Cat” or “Dog”. At the same time, one might want to represent information about
particular apes in the same knowledge base as well, such as “Nkima is an Ape”. This
observation suggests that “Ape” should be modeled as a concept.

Another discussion on metamodeling was presented in [117], where it was argued
that the choice whether some entity is a concept or an individual is context dependent.
A flexible knowledge representation system should be able to easily switch between the
contexts, thus providing a concept or an individual view on demand.

Such concerns exerted significant influence on the design of the family of OWL
languages used for ontology modeling in the Semantic Web. As the result, OWL-Full
[91] — the most general language of the family — supports metamodeling, i.e. it allows
a symbol to be used as a concept and as an instance in a knowledge base. Apart from
metamodeling, OWL-Full allows transitive roles to occur in number restrictions. As
this is known to lead to undecidability [61], OWL-Full is trivially undecidable. Cur-
rently, various first-order theorem proving techniques provide the only known means for
sound but incomplete reasoning in OWL-Full, and are as such often too cumbersome
for the application in the Semantic Web.

In contrast, many practical algorithms for reasoning with very expressive descrip-
tion logics are known [61, 56]. To be able to reuse these algorithms in the Semantic
Web, the OWL-DL variant of OWL was defined, which enforces all necessary con-
straints needed to make reasoning decidable. Since OWL-DL follows the traditional
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modeling paradigm where concepts and instances are strictly separated, metamodeling
is not allowed in OWL-DL. In fact, the definition of OWL-DL explicitly requires the
sets of atomic concepts, individuals, abstract and concrete roles to be pairwise disjoint,
thus even prohibiting metamodeling at the syntactic level.

In this chapter we investigate whether it is possible to extend OWL-DL with meta-
modeling features, to obtain a decidable logic with a practical reasoning algorithm.
To achieve this goal, we first investigate whether metamodeling features of OWL-Full
themselves are decidable, i.e. whether imposing well-known restrictions of OWL-DL
on OWL-Full yields a decidable logic. Unfortunately, as we show in Section 9.1, even
ALC-Full— the basic ALC description logic extended with metamodeling features of
OWL-Full— is undecidable.

A careful analysis of this undecidability result shows that the problem lies is the
fact that OWL-Full not only allows interpreting concepts as individuals, but also allows
using modeling primitives (objects from the meta-language) as first-class objects. It is
not difficult to argue that allowing modelers to redefine the semantics of a modeling
primitive is simply a bad idea. Hence, in Section 9.2, we consider two alternative
semantics for metamodeling. The first one we call contertual, which is essentially
equivalent to the first-order semantics considered thus far. Furthermore, we present
a so-called HiLog semantics for metamodeling which corresponds more closely with
OWL-Full. To achieve decidability, we prohibit using modeling primitives as first-class
objects. The name of the semantics if due to HiLog [30] — a logic which simulates
second-order reasoning in a first-order setting — which use as the logical foundation
for our proposal. We show that our algorithms from chapters 3 and 4 can easily be
extended to handle such a semantics.

Finally, in Section 9.3, we analyze the added expressivity of metamodeling. It turns
out that, form a logical perspective, metamodeling does not add much, and that the
only new consequences that can be drawn involve reasoning with equality. By taking
this into account, along with the added complexity of the reasoning procedure and the
non-standard semantics, it is not clear whether metamodeling is really needed at the
logical level.

9.1 Undecidability of Metamodeling in OWL-Full

In this section we show that the metamodeling features of OWL-Full are undecidable,
even if combined with a very simple description logic ALC. We start by presenting
the definition of the ALC-Full syntax and semantics. We base the semantics on the
semantics of OWL-Full [91]; however, this semantics is quite complex, so we abstract
numerous technical details to make it easier to understand. Essentially, the semantics
is defined by mapping an ALC-Full knowledge base into a set of triples cf. [91, Section
4], and then interpreting the set of triples cf. [91, Section 5]. We assume rdf:, rdfs: and
owl: to be the RDF, RDFS and OWL namespace prefixes, respectively, cf. [91].
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Definition 9.1.1. Let N be the set of names. Then each name is an ALC-Full concept
and, for A, R € N, =C, C1MCs, C1UCy, AR.C and VR.C are also ALC-Full concepts.
An ALC-Full TBox KBt consists of a finite set of concept inclusion axioms of the form
C C D, where C and D are ALC-Full concepts. An ALC-Full ABox KB 4 consists of
a finite set of concept and role membership axioms, C(a) and R(a,b), respectively, and
individual (in)equality azioms a o b with o € {~, %}, where C' is an ALC-Full concept
and R,a,b € N. An ALC-Full knowledge base KB consists of a TBox KB1 and an
ABox KB 4.

Let o and & be operators which, when applied to an ALC-Full concept, produce a
set of triples and a symbol, respectively, defined as follows, where x is a new symbol
unique for each application of y:

D WD) &)
A 0 A
-C {{z, owl:complementOf, £(C))} U u(C) x
C1UCy  {{z, owl:unionOf;, £(C1)), (x, owl:unionOfy, £(C2)) } U u(C1) U u(Ce) =z
C1NCy  {{x, owl:intersectionOfy, £(Ch)), (x, owl:intersectionOfy, £(C2)) }

U 1(Cr) U p(Co) T
iR.C {{z, owl:onProperty, R), (x, owl:some ValuesFrom,&(C))} U u(C) x
VR.C {{z, owl:onProperty, R), (x, owl:allValuesFrom, £(C)) } U u(C) x

We extend p to axioms and an ALC-Full knowledge base KB in the following way:

) = {(E(C), rdfsisubClassOf, €(D))} U p(C) U (D)
) = {{a, rdftype, €(C))} U p(C)

w(Ra,b) = {(a,R.b)}
) =
)
)

a, owl:sameAs, b) }
{{(a, owl:differentFrom, b) }

= UaeKB ()

Let Nxp denote the set of objects occurring in triples of u(K B). An interpretation
I of KB is a structure (AL,-1, EXTT), where AT is a set called the interpretation
domain, I : Nxkg — Al is a name interpretation function and EXTL : AT 5 oA xAT
is an extension function. Let CEXT! : Al — 22" be the concept extension function
defined as

CEXTI(a?) ={y | (y,x) € EXTI(rdf:typeI)}

An interpretation I is a model of KB if, for every (s,p,0) € u(KB), we have
(s!,0') € EXTL(p), and the following conditions are satisfied:

1. If (z,y) € EXT! owl:sameAsI), then x = y.

3. 1If (z,y

( (

If (z,y) € EXT! (owl:differentFrom!), then x # y.

( € EXT! (rdfs:subClassOf!), then CEXT! (z) C CEXT (y).
( (

)
)
)
)

4. If (z,y) € EXT! (owl:complementOf!), then CEXT'(z) = AT\ CEXT!(y).
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5. If (z,u) € EXT (owl:unionOff) and (z,v) € EXT! (owl:unionOf})), then
CEXT!(z) = CEXT!(u) U CEXT! (v).

6. If (x,u) € EXT! (owl:intersectionOfl) and (x,v) € EXT! (owl:intersectionOff ),
then CEXT'(x) = CEXT! (u) N CEXT" (v).

7. If (z,y) € EXT! (owl:someValuesFrom!') and (x,p) € EXT! (owl:onProperty?),
then CEXT!(x) = {u | (u,v) € EXT!(p) Av € CEXT (y)}.

8. If (x,y) € EXT (owl:allValuesFrom!) and (z,p) € EXT' (owl:onProperty’), then
CEXT!(z) = {u| (u,v) € EXT!(p) — v € CEXT!(y)}.

KB is satisfiable if and only if a model of KB exists. Checking KB satisfiability is
the main inference for ALC-Full.

The above definition differs from the one in [91] in that it does not provide for con-
crete predicates, the translation into triples does not include the meta-level resources
such as owl:Class, and the syntax is limited to only binary union and intersection of
classes. For the undecidability proof given later, these distinctions are not relevant.

We show now that, for KB an ALC-Full knowledge base, deciding whether KB is
satisfiable is undecidable. The proof is by reduction from a well-known domino tiling
problem [19]. A domino system is a triple D = (D, H,V), where D = {Dq,...,D,}
is a finite set of domino types, and H C D x D and V C D x D are horizontal and
vertical compatibility relations, respectively. A D-tiling of an infinite grid is a function
t : IN x N — D such that ¢(0,0) = Dg and, for all 4,5 € N, (f(i,7), f(i,7+1)) € H
and (f(i,7), f(i+1,4)) € V. For an arbitrary domino system D, determining whether
a D-tiling exists is undecidable [19].

For a domino system D, let KBp be the following ALC-Full knowledge base:

D;nD; C Llforl1<i<j<mn (9.1)

GRID T D;n...nbD, (9.2)

D; £ Vouwl:allValuesFrom.| | p, pey d (9.3)

D; T Vrdftype | p, gyev @ (9.4)

GRID C Fowl:allValuesFrom.GRID (9.5)

GRID T 3rdf:type. GRID (9.6)
owl:allValuesFrom =~ GRID (9.7)
rdf:type ~ owl:onProperty (9.8)

(GRID 1 Dy)(a) (9.9)

We show next that KBp exactly encodes the domino tiling problem.

Lemma 9.1.2. For a domino system D, a D-tiling exists if and only if KBp is satis-
fiable.
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Proof. The (=) direction is trivial, since each D-tiling uniquely defines a model of
KBp, where horizontal links are represented by the owl:allValuesFrom relation, and
vertical links are represented by the rdf:type relation.

For the (<) direction, assume that KBp has a model I. An excerpt of I is shown
in Figure 9.1, where a triple (s,p,0) is represented as an arc with label p, pointing
from the node s to the node o. To easily refer to arcs, we assign them names t;, h; and
v;. These names do not represent the arc labels; rather, the arc label is encoded using
the legend at the bottom of the figure. For example, the arc h; represents the triple
(a, owl:allValuesFrom, b). Due to axiom (9.7), symbols owl:allValuesFrom and GRID
are synonyms, so the arc h; also represents the triple (a, GRID,b).

The central node in the model corresponds to the symbol GRID. Due to axiom
(9.9), the node a is linked by t; to GRID. Because of that and due to axioms (9.6)
and (9.7), a is linked to b and ¢ through h; and vy, respectively, and b and ¢ are also
members of the GRID concept, i.e. arcs ty and t3 exist. Finally, due to axiom (9.5), ¢
is linked by hs to d, which is a member of the GRID concept by t4.

Consider now the situation at node c¢. The central node GRID can, due to axiom
(9.9), be read as owl:allValuesFrom. Hence, arc t3 can, due to axiom (9.8), be read as
(¢, owl:onProperty, GRID). By the item 8 of Definition 9.1.1, arcs t3 and hy make the
node ¢ correspond to the concept Yowl:allValuesFrom.d. Since a is a member of ¢ due
to arc vy, and it is linked to b through arc h; which is labeled with owl:allValuesFrom,
this implies that b is a member of d, i.e. that b is connected to d through arc vs. Hence,
a, b, c and d are arranged in a two-dimensional grid, which continues indefinitely due
to axioms (9.5) and (9.6).

A node z in [ is allowed to have multiple owl:all ValuesFrom and rdf:type successors,
so I need not be a two-dimensional grid. However, a two-dimensional grid may easily be
extracted from I. Namely, one can arbitrarily choose any owl:allValuesFrom successor
x1 of z, any rdf:type successor xo of x, and any owl:all ValuesFrom successor x3 of xs.
Regardless of the choices, z3 is always connected to x4 by rdf:type, so x, x1, x2 and z3
are connected in a grid-like manner.

Hence, each interpretation I of KBp contains a two-dimensional infinite grid where
owl:allValuesFrom are horizontal, and rdf:type are vertical arcs. Axioms (9.1) — (9.4)
obviously correspond to compatibility relations H and V of D so it is possible to
construct a D-tiling from I. a

Undecidability of ALC-Full follows as an immediate consequence of Lemma 9.1.2
and the known undecidability result for the domino tiling problem [19]:

Theorem 9.1.3. Checking whether an ALC-Full knowledge base KB is satisfiable is
undecidable.

9.2 Extending DLs with Decidable Metamodeling

The reduction used to prove Theorem 9.1.3 shows that undecidability arises due to
metamodeling features of ALC-Full. Hence, adding OWL-Full-style metamodeling to



124 9. Semantics of Metamodeling

a h; b
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\Z ®_ GRID, owl:allValuesFrom
VRN
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¢ h, d

GRID, owl:allValuesFrom
___________________________ >

rdf:type, owl:onProperty

Figure 9.1: Grid Structure in a Model of KBp

OWL-DL also results in an undecidable logic. It is a natural question to ask whether
metamodeling can be added to OWL-DL without losing decidability. In this section,
we show that this is indeed possible.

Notice that in the reduction in Lemma 9.1.2 we use owl:allValuesFrom and rdf:type
in role restrictions. This allowed us to change the default meaning of the modeling
primitives, and thus create a knowledge base capable of encoding a two-dimensional
grid. The approach we present in this section differs in an important aspect that, while
using concepts as individuals is allowed, using modeling primitives in the knowledge
base is not. Such a semantics is inspired by HiLog [30] — a logic with the goal of pro-
viding a second-order modeling flavor without leaving the confines of first-order logic.
Due to certain technical problems which we discuss later, we first extend ALCHZ Q(D)
with metamodeling, and consider transitive roles subsequently.

9.2.1 Metamodeling Semantics for ALCHZQO(D)

In the rest, to facilitate metamodeling at the syntactic level, we adapt the syntax of
description logic to allow No = Nr = Nr, = Nr, = N. Hence, the same symbol can
be used to denote a concept, an individual, an abstract and a concrete role. Due to
technical complications, we assume that the set of concrete predicates ®p is disjoint
from N. We do not believe that this poses any real restrictions in practice, i.e. we
cannot think of any example where treating concrete predicates as individuals might
be required.

We now define the so-called contextual semantics of metamodeling, which got its
name due to the fact that a symbol in the knowledge is interpreted as a concept, role
or individual due to syntactic context where it occurs.

Definition 9.2.1 (Contextual Semantics). Let KB be an ALCHZQ(D) knowledge base
over an admissible concrete domain D. A m-interpretation I = (AL,-1,CT, RL RL) is
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a 5-tuple where A is a domain set, -/ : N — Al is a symbol interpretation function,
cl N — 22" is an atomic concept extension function, Ré C N — 28781 s an
abstract role extension function and R. : N — 287XAD s g concrete role extension
function.

The function C! is extended to concepts as specified in tables 2.2 and 2.4, where
symbols are interpreted contextually, i.e. -1 (CT, Rl and R!) is used for symbols occur-
ring in azioms as individuals (concepts, abstract roles and concrete roles, respectively).
For example, C! is extended to AR.C in the following way:

C'3R.C)={z|3y: (z,y) € RI(R) Ay € CT(C)}

A m-interpretation I is a w-model of KB if it satisfies all axioms conditions tables 2.2
and 2.4. The notions of m-satisfiability, m-unsatisfiability and m-entailment (written

=r) are defined as usual.

It is easy to see that contextual semantics is actually equivalent to standard first-
order semantics. Namely, first-order logic does not require the set of predicate symbols
and function symbols to be disjoint; rather, the interpretation of symbols depends on
the place of their occurrence. For example, in a first-order formula C(C), the outer
C is clearly a predicate symbol, and the inner C is clearly a constant. Hence, KB is
m-satisfiable if and only if 7(KB) is (first-order) satisfiable. Notice that, as mentioned
in Section 2.4, in basic superposition we encode predicate symbols as function symbols.
For a correct encoding of contextual syntax, we simply use a separate sort for function
symbols obtained by encoding predicate symbols.

We now define the HiLog semantic for metamodeling which is more in the spirit

of OWL-Full.

Definition 9.2.2 (HiLog Semantics). Let KB be an ALCHIQ(D) knowledge base
over an admissible concrete domain D. A v-interpretation I = (A1, CT RE RL) is
a 5-tuple where Al is a domain set, -/ : N — Al is a symbol interpretation function,
ol Al — 28" s an atomic concept extension function, RCIL c AN 2BTXAT e ap
abstract role extension function and R. : Al — 20"XAD g ¢ concrete role extension
function.

The function CT is extended to concepts as specified in Table 9.1, upper part, where
A is an alomic concept symbol, C and D are concepts, R and S are abstract roles, T(;
and U are concrete roles, n an integer and d a concrete predicate. I is a v-model of KB
if each axiom in KB is satisfied as specified in Table 9.1, lower part. The notions of
v-satisfiability, v-unsatisfiability and v-entailment (written |=, ) are defined as usual.

We briefly discuss the essential difference between these two semantics. Consider
the knowledge base consisting only of one axiom C(C'), where the symbol C' is used
as an individual and as a concept. The m-model of such a knowledge base is depicted
on the left hand side of Figure 9.2, where both the individual interpretation -/ and
the concept interpretation C! are assigned directly to the symbol C. On the contrary,
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Table 9.1: Direct Model-theoretic Semantics for Metamodeling

Interpreting Concepts

L(R) Ny e CHC)} > n}
(Y1, Ym) € dP}
ATy, ..., T d)' = {2|3y1,. - Ym : (@,y1) € RE(TEY A ... A (2, ym) € RE(TL)A
(yh"'aym) edD}
) = {z|t{y | (z,y) € RUT")} <n}
C'(>nT) = {=|#{y | (x,y) € RI(T")} > n}
Semantics of Axioms

= {z |yl (z,9)
= {z| Yy, ., Ym:

CT(A) = CT(AT)

C'(~C) = A\ C1(C)
cl(cnD) = ¢l(C)nCcl(D)
cl(cubD) = ¢ci(C)uCcH(D)
CI(VR.C) = {z|Vy: (x,y) € Rg(R") —y € C(O)}
CI(3R.C) = {z|3y: (x,y) € RG(R") Ay € C1(C)}

OI<SnR0§ — o] 5y | (e.y) € () Ay € CTICN) <)
€
)

R
R
(

CED C'(C)cC(D)
C=D cl(C)=cl(D)
RCS  RI(RY) CRL(SH
TCU  RiS") CRLU")
(—)C(a)  a' € (¢) C1(O)
(=)R(a,b)  (a’,b") € (¢) RL(R")
()T (a,c)  (a',e") € (¢) RUTT)
aob al o b for o € {~, %}

a v-model of the knowledge base is depicted on the right hand side of Figure 9.2.
There, the domain object z is assigned by the individual interpretation -! directly to
the symbol C'; however, the concept interpretation is not assigned to the symbol C,
but to the individual z. We discuss the practical consequences of HiLog semantics on
entailment in Section 9.3.

Since our algorithms are based on resolution calculi, we present an alternative
equivalent definition of v-models by translation into first-order logic. This translation
follows the principles of transforming HilLog formulae into first-order formulae, i.e.
it reifies concept, abstract and concrete role symbols into constants, and represents
functions C!, R and R! explicitly by predicates isa, arole and crole.

Definition 9.2.3. For an ALCHZQ(D) knowledge base KB, let v(KB) be the trans-
lation of KB into first-order formulae, as specified in Table 9.2, where isa is a binary
predicate with signature a X a, arole is a ternary predicate with signature a X a X a and
crole is a ternary predicate with signature a X a X c.

Lemma 9.2.4. For an ALCCHZQ(D) knowledge base KB, KB is v-satisfiable if and
only if a first-order model of v(KB) exists.
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Table 9.2: Semantics of Metamodeling by Mapping into First-order Logic

Mapping Concepts to FOL

vy(A, X) = isa(A, X)
vy(—C, X) = —1,(C, X)
vy (CND,X) = vy(C,X) ANvy(D, X)
v (CUD,X) = 1,(C,X)Viy(D,X)
vy(VR.C, X) = Yy :arole(R, X,y) — vz(C,y)
vy(3R.C, X) = Fy:arole(R, X, y) AN vy (C,y)
vy(nR.C,X) = Yyi,...,Ynt1 : Narole(R, X, ;) AN v2(Coyi) =V i = yj
vy(>nR.C,X) = 3yi,...,yn: Narole(R, X, y;) AN va(Coyi) AN yi #y;
vy(VT, ..., Tnd, X) = Yyi,..., 45, : Acrole(T;, X, y5) — d(yf, ..., y5,)
vy(3Th, ..., Tnd, X) = 3ys,..., 45 : Acrole(T;, X, y5) Ad(yS, ..., ys5,)
v(EnT, X) = Vy‘f,...,ygﬂ Ncrole(T, X, y5) — \/ylzyj
vy(>nT,X) = 3y,...,y5; : Ncrole(T, X, y5) AN yf 2 5
Mapping Axioms to FOL
v(CE D) = Vo :vy(C,z) = vy(D,x)
v(C=D) = Vz:vy(C,z) < vy(D,x)
v(RC S) = Va,y : arole(R, z,y) — arole(S, z,y)
v(TCU) = Va,y: crole(T, z,y) — crole(U. x,y)
v((=)C(a)) = (m)vy(C,a)
v((=)R(a,b)) = (—)arole(R,a,b)
v((—)T(a,b%)) = (—)crole(T,a,b)
v(al® o b)) = al9 o bl for o € {~, %}
Mapping KB to FOL
v(R) = Vz,y : arole(R,z,y) < arole(R™,y, x)A
Va,y : crole(R, x,y) < crole(R™,y, )
V(KBR) = Naekpg V(@) N Ngen V(R)
v(KBr) = /\aeKBT v(a)
V(KB.A) - /\aEKBA V(CV)
v(KB) = v(KBr) ANv(KB71) ANv(KB 4)

Notes:

(i): X is a meta variable and is substituted by the actual variable,
(#): v, is defined as v, by substituting « and x; for all y and y;, respectively.
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A

Figure 9.2: 7- and v-models of the Example Knowledge Base

Proof. For the (=) direction, let I, be a v-model of KB. We construct a first-order
interpretation I for v(KB) by setting Al = Alv, ol = alv, (z,y) € isal if and only if
y € Clv(z), (x,y,2) € arole! if and only if (y, z) € Rl (x), and (z,y, 2) € crole! if and
only if (y,z) € RI¥(x). By induction on the structure of formulae in v(KB), one can
easily show that I is a model of v(KB). The (<) direction is similar. O

HiLog semantics is compatible with OWL-Full if resources defining modeling prim-
itives of OWL-Full are not used in knowledge base axioms. The formal proof for this
is simple, but is lengthy due to the very complex semantics of OWL-Full, so we omit
it for the sake of brevity.

9.2.2 Deciding v-satisfiability

We now show that v-satisfiability can be decided by extending the algorithms from
chapters 3 and 4 without an increase in complexity. It is difficult to ensure termination
of direct saturation of closures obtained by structural transformation of v(KB), since
such closures contain unmarked constants corresponding to names of concepts and
roles. Consider, for example, the following set of closures obtained during saturation:

isa(C, x) (9.10)
isa(D, x) (9.11)
C~C'VD~D (9.12)

Superposition of (9.12) into (9.10) yields (9.13), which can be superposed into
(9.11) to obtain (9.14). The problem with this closure is that it contains two vari-
ables. Further inferences with (9.14) might yield a closure with even more variables,
thus preventing us from establishing the upper bound on the length of closures and
invalidating the termination proof.

isa(C',x) VD~ D (9.13)
isa(C’,z) Visa(D', z") (9.14)
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Another problem occurs due to decomposition. Namely, a superposition inference
might derive a closure with a literal of the form arole((R) , [t],[f(¢)]). The problem is
that R may, but need not be marked, thus giving two different definition predicates
for a pair of R and f.

We solve these problems by modifying the preprocessing step. Firstly, a closure such
as (9.10) is decomposed into closures =O¢(z) Visa(z,z) and O¢(C'). Next, the literal
—O¢(z) is selected, so the first resolution inference involving that closure produces
isa([C],z). Finally, we modify the calculus so that a ground closure of the form
Op((Q)) V C - p is decomposed into ~gpo V Op(Q) and gpgo V C - p.

Definition 9.2.5. For an ALCHZQ(D)-closure C, let

Cls, (Def(C)) = | Cls(Va : (D, )
DeDef(C)

Furthermore, let ((C) be the closure obtained from C by replacing all literals according
to the following table, where the predicate Op is globally unique for the predicate symbol
P, zp is a new variable globally unique for P, and u and v are arbitrary terms:

isa(P,u) ~ isa(zp,u) V ~Op(zp)
arole(P,u,v) ~~ arole(zp,u,v)V —-Op(zp)
crole(P,u,v®) ~~ crole(zp,u,v®) V -Op(zp)

The operator C is extended to a set of closures by applying it to each member of the set.
For an ACCHZQ knowledge base KB, let £,(KB) denote the smallest set of closures
satisfying the following conditions:

For each name R € N, ((Cls(v(R))) C Z,(KB).
For each RBox or ABox axiom « in KB, ((Cls(v(a))) C Z,(KB).
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For each TBox axiom C = D in KB, ((Cls,(Def(-C U D))) C Z,(KB) and
((Cls,(Def(-DLIC))) CE,L(KB).

e For each predicate Op introduced by (, Op(P) € E,(KB).

It is easy to see that Z,(KB) is satisfiable if and only if KB is v-satisfiable.

Lemma 9.2.6. Let KB be an ALCHZQ(D) knowledge base. Then KB is v-satisfiable
if and only if 2,(KB) is satisfiable. Furthermore, Z,(KB) can be computed in time
polynomial in |KB| for unary coding of numbers in input.

Proof. By Lemma 9.2.4, KB is v-satisfiable if and only if v(KB) is satisfiable. =, (KB)
is obtained from v(KB) by (i) applying structural transformation which is known not to
affect satisfiability, and by (i) applying decomposition to literals isa(P, u), arole(P, u, v)
and crole( P, u, v¢), which is shown not to affect satisfiability by Theorem 3.4.4. O
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Definition 9.2.7. Let IS’S],?’+ be the BSP calculus parameterized as follows:

o The term ordering = is a lexicographic path ordering induced over a total prece-
dence >p over function, constant and predicate symbols, such that, for any func-
tion symbol f, constant symbol c, predicate symbol p, and a propositional symbol

qp,Q, we have f >pc>pp>pqpg >p T.

e If a closure contains a literal of the form —QOc(z), then all such literals are
selected; otherwise, all negative arole and crole literals are selected.

e Inference conclusions, whenever possible, are decomposed according to the follow-
ing table, for an arbitrary term t:

D-pV Qryg([t])

D - pVarole([R],[t], [f(t)]) ~ =Qr.s(x) V arole([R] , z, [f(z)])

D pV Qnr),f(v)

D - P V arole([R] 5 [f($)] ,.’L‘) e _'anV(R),f(x) V aroIe([R} 5 [f(x)] 7x)

D-pVQry([t])

D - pVecrole([T],[t],[f(t)]) ~ =Qr. f<(x) V crole([T], z, [f<(x)])

C-pVapg

OP(<Q>)\/C/0 ~ _‘QPQ\/OP(Q)

We extend the notion of ALCHZ Q(D)-closures defined in Section 3.4 to so-called
v-ALCHI Q(D)-closures, which have the same form as in Table 3.1 and Table 4.1,
without conditions (i) — (vi), with the following differences:

e Atoms of the form C(t) take the form isa([C],t).
e Atoms of the form R(u,v) take the form arole([R],u,v).
e Atoms of the form T'(u,v<) take the form crole([T], u,v°).

e All closures may contain a disjunction of the form q = \/(—)gpg.

Notice that closures in Z,(KB) are technically not v-ALCHZ Q(D)-closures: in-
stead of literals of the form (—)isa([C], ), they contain (—)isa(z,x)V ~Oc(z). We call
such closures initial closures.

Lemma 9.2.8. Let Z,(KB) = Ny, ..., N;U{C} be a BSD*-derivation, where C is the
conclusion derived from premises in N;. Then C is either a v-ALCHZQ(D)-closure
or it is redundant in Nj;.
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Proof. Due to decomposition, it is obvious that the following property (*) holds: posi-
tive literals of the form Op(Q) occur only as unary closures, or in closures of the form
Op(Q) V —qprq.

Now consider an inference with an initial closure C'. Since C contains literals
of the form —=Op(z), and all such literals are selected, C' can participate only in a
hyperresolution inference on all =Op(z;). Because of (*), the inference instantiates all
variables z;, and the conclusion is a v-ALCHZ Q(D)-closure.

Due to term ordering of BS?’*, only a literal with a functional term of the max-
imum depth can be maximal in a v-ALCHZQ(D)-closure. Also, the term ordering
ensures that a propositional letter gp g is not maximal if a closure contains some other
literal. Hence, the claim of this lemma can be shown in the same way as in the proofs
of Lemma 3.3.5, Theorem 3.4.6 and Lemma 4.2.1. ]

Theorem 9.2.9. Let KB be an ALCHZQ(D) knowledge base, defined over an admis-
sible concrete domain D, for which D-satisfiability of finite conjunctions over ®p can
be decided in deterministic exponential time. Then saturation of Z,(KB) by BSD:T
with eager application of redundancy elimination rules decides v-satisfiability of KB
and runs in time exponential in |KB|, for unary coding of numbers and assuming a
bound on the arity of concrete predicates.

Proof. The number of propositional letters ¢p g is quadratic in [KB|, and the number
of predicates Op is linear in |KB|. Therefore, it is possible to obtain an exponential
bound on the number of closures derived in the same way as in Lemma 3.3.8, Theorem
3.4.6 and Theorem 4.2.4. Since decomposition is sound and complete by Theorem
3.4.4, the claim of this theorem follows. O

9.2.3 Metamodeling and Transitivity

Since the decision procedure for checking v-satisfiability of an ALCHZ Q(D) knowledge
base KB does not differ essentially from a decision procedure for checking satisfiability
of KB, one might intuitively expect that allowing transitivity axioms in KB does not
affect termination of the algorithm. Unfortunately, this is not the case: fora SHZQ(D)
knowledge base KB, checking v-satisfiability of KB is undecidable.

The reason for this dramatic change is that metamodeling allows referring to the
same role by different names. This, in turn, makes it impossible to define simple roles
by syntactic means. Consider the following knowledge base KB:

TE>3R (9.15)
R~S (9.16)
Trans(.5) (9.17)

Notice that KB is a SHZQ knowledge base: the role R is simple, since it passes
the syntactic criterion specified in Definition 2.7.1 (i.e. it is neither transitive nor it
has transitive subroles). However, in any v-interpretation I, axiom (9.16) ensures that
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R and S are interpreted as the same domain element . Due to axiom (9.17), RL(a)
is transitive. Hence, a transitive role is used in a number restriction in axiom (9.15),
although, syntactically, R is a simple role.

Extending the definition of simple roles might be difficult in general, since equality
of role names might be entailed by other facts in KB. Since in [61] it was shown that
using transitive roles in number restrictions leads to undecidability in general, we have
the following result:

Corollary 9.2.10. For a SHIQ knowledge base KB, deciding v-satisfiability is un-
decidable.

Decidability can be regained by using unique role assumption. Intuitively, this
assumption requires two distinct role symbols to be interpreted as distinct domain
individuals. In such a case, simple roles can be defined and checked as usual.

Definition 9.2.11 (Unique Role Assumption). A SHZQ(D) knowledge base KB is
said to employ the unique role assumption if it contains an axiom R % S for each two
distinct symbols R and S occurring as roles in KB.

It is easy that to see that transitivity axioms can be eliminated from knowledge
bases employing unique roles assumption using the transformation from Section 3.2,
so we thus obtain an algorithm for checking v-satisfiability of such knowledge bases.

Lemma 9.2.12. For a SHZQ(D) knowledge base KB employing the unique role as-
sumption, Q(KB) is v-satisfiable if and only if KB is v-satisfiable.

Proof. Due to unique role assumption, in each v-model I, of KB, R # S for each
two distinct symbols R and S occurring as roles. Due to this fact, the proof of Theorem
3.2.3 can be adapted with minor differences. O

9.3 Added Expressivity of Metamodeling

In this section we investigate how metamodeling increases the expressivity of the logic.
Here we consider only the logical aspects, namely, what kind of new consequences can
be drawn. Our discussion in this section does not consider non-logical aspects which
may be relevant in practice (such as e.g. increased search flexibility). The following
results are similar to the ones for HiLog in [30].

It is easy to see that v-satisfiability is a strictly stronger notion than m-satisfiability.
Consider the following knowledge base KB:

C(a) (9.18)
~D(a) (9.19)
C~D (9.20)

Under the contextual semantics, the interpretations of symbols C' and D as concepts
and as individuals are completely independent, so KB is w-satisfiable. However, KB
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is v-unsatisfiable: in each v-interpretation we have C = D! = a, so it cannot be that
a’ € C1(a) and a! ¢ C'(a). For the other direction, we have the following simple
lemma:

Lemma 9.3.1. Fach v-satisfiable ACCHZ Q(D) knowledge base is w-satisfiable.

Proof. Let I, be a v-model of an ALCHZQ(D) knowledge base KB. We construct

a m-interpretation I in the following way: we set Alm = Alv and we set 2~ = zlv,
Clx(z) = CW(z!v), Rlx(z) = Rlv(2v), and Rl7(z) = Rlv(2!v), where x € N. It is
obvious that I, is a m-model of KB. O

Furthermore, for a knowledge base with unique names assumption or without equal-
ity (either explicit or implicit, introduced through number restrictions), w-satisfiability
and v-satisfiability coincide:

Lemma 9.3.2. Let KB be an ALCHZ Q(D) knowledge base such that it employs unique
names assumption, or it contains neither explicit equality statements nor number re-
strictions. Then KB is mw-satisfiable if and only if it is v-satisfiable.

Proof. The (<) direction follows from Lemma 9.3.1. For the (=) direction, let KB
be m-satisfiable in some model I;. Due to the lemma assumptions, without loss of
generality we may assume that for a,b € N, a # b implies a’* # b~ (in the first case,
this is because KB employs unique names assumption, and in the second case this is
because KB does not employ equality).

Given such a 7-model I, we construct a v-interpretation I, by setting Al = Alr,
alv = al~, C¥(alv) = C'(a), Rl¥(a'*) = Rl7(a), and Rl(a!v) = Rl*(a), where
a € N. Furthermore, for all & € A for which there is no a € N such that o = al,
let C'(a) = RI*(a) = RIv(a) = (). Since we can assume that different names from
N are interpreted as different elements from Av, such a construction defines exactly
one value of O (a), Rl¥(a) and RI*(a) for each o € Av, so I, is correctly defined.
Furthermore, it is obvious that I, is a v-model of KB. ]

To summarize, metamodeling produces new consequences only if it is possible to
derive that two symbols are equal, such as in the example from the beginning of this
section. It is unclear whether this minor increase in expressivity is relevant in practice.
Hence, it is justified to wonder whether metamodeling at the logical level is worth
the trouble, in particular by taking into account potential problems with transitive
roles and a more complicated decision procedure. We conjecture that requirements
of most applications can be fulfilled by simply allowing the set of atomic concept
names, individual names, abstract and simple roles to coincide, and to interpret them
contextually, without any support for metamodeling in logic.

However, logical support for metamodeling becomes more interesting if it is com-
bined with non-monotonic features, such as default rules [98] or autoepistemic descrip-
tion logics [36]. However, non-monotonic reasoning currently our of our scope.
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9.4 Related Work

The definition of v-satisfiability given in Section 9.2 is inspired by HilLog, a logic
attempting to simulate second-order logic in a first-order framework [30]. HiLog gen-
eralizes the syntax of first-order logic by allowing general terms to occur in place of
function and predicate symbols. The semantics of HiLog is defined by interpreting each
individual as a member of the interpretation domain, and by assigning a functional
and a relational interpretation to domain elements. In [30], it was shown that HiLog
can be considered “syntactic sugar”, since each HiLog formula can be encoded into an
equisatisfiable first-order formula by reification. Our Definition 9.2.3 closely resembles
to this encoding. Finally, it was shown that a satisfiable first-order formula without
equality is also satisfiable under HiLog semantics.

In [87], the RDFS Model Theory was criticized for allowing infinite number of
meta-layers. The authors argue that such a non-standard metamodeling semantics
is inadequate for the Semantic Web since (i) it does not provide adequate support
for inferencing, (ii) it allows defining classes which contain themselves, thus leading
potentially to paradoxes, and (7i4) by adding classes, one necessarily introduces objects
in the interpretation universe. As a reaction to these deficiencies, the authors propose
RDFS-FA, a stratified four-level semantics, consisting of the meta-language layer, the
language layer, the ontology layer and the instance layer. Each of these layers is
considered an instance of the layer above. Since we do not allow redefining modeling
primitives in knowledge bases, our proposal follows the principles of RDFS-FA, with
the difference that the ontology and the instance layer are combined.

To the best of our knowledge, we are unaware of any work which considered decid-
ability of metamodeling in OWL-Full or which proposed a decidable description logic
with metamodeling features.
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Conclusion

In this work we have developed several novel algorithms for reasoning with description
logics related to SHZQ. Our work is primarily motivated by the prospects of reusing
well-known deductive database techniques to optimize query answering in description
logics. However, techniques needed to achieve this goal are themselves new results.

In our approach we focus on the SHZQ(D) description logic. This logic is closely
related to the ontology language for the Semantic Web OWL-DL. The logical under-
pinning of OWL-DL is actually the SHOZN (D) description logic, which differs from
SHZQ(D) only in that SHOZN (D) supports nominals, but it does not provide for
qualified number restrictions.

The first algorithm we present is an algorithm for checking satisfiability of SHZQ
knowledge bases. We derived the procedure using basic superposition. The novel
aspect is that the procedure allows clauses to contain functional terms of depth two, and
relies on basic superposition to block certain undesirable inferences. Furthermore, it
relies on subsumption to restrict the term depth, and not just the clause length. Finally,
our procedure runs in EXPTIME in the size of the knowledge base for unary coding of
numbers in the input, which makes it worst-case optimal for the logic considered. It is
worth noting that the assumption on unary coding of numbers is standard in practical
description logic reasoning systems. Basic superposition alone decides only a slightly
weaker logic SHZQ™, so to handle SHZQ, we extend basic superposition with the
decomposition rule, for which we show soundness and completeness.

An important aspect of OWL-DL is that it provides constructs for representing
concrete data, such as strings or integers. Generally, such capabilities are integrated
into description logics by the so-called concrete domain approach. Until now, reasoning
with a concrete domain has been studied predominantly in the context of tableaux
and automata calculi. These existing approaches to reasoning with a concrete domain
are not directly applicable to clausal saturation calculi, such as basic superposition.
Therefore, we have devised algorithms for reasoning with a concrete domain in the
resolution framework. This approach is general and is applicable to any clausal calculus
whose completeness proof is based on the model generation method. Furthermore, we
apply this extension and derive a decision procedure for SHZQ(D). For unary coding
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of numbers, assuming an upper bound on the arity of concrete predicates and an
exponential decision procedure for checking satisfiability of concrete predicates, we
show that adding a concrete domain does not increase the complexity of reasoning, i.e.
our algorithm still runs in worst-case exponential time.

We next apply the decision procedure for SHZQ(D) to obtain the algorithm for re-
ducing a SHZQ(D) knowledge base to a disjunctive datalog program. This reduction
is possible because we can safely remove from the saturated set of clauses produced by
our procedure all clauses containing functional terms of depth greater than one, and
simulate the ground functional terms of depth one with fresh constants. We believe
that our approach will enable efficient ABox reasoning primarily because reduction
to disjunctive datalog allows us to use various optimizations, such as join order opti-
mizations or the magic sets transformation. The latter has been show to dramatically
improve the evaluation of disjunctive datalog programs, as it reduces the number of
models of the disjunctive program.

Based on this reduction, we showing that data complexity of checking satisfia-
bility for SHZQ(D) knowledge bases is NP-complete. This is a new and somewhat
surprising result, since this is much better than the combined complexity. We also
defined the Horn fragment of SHZQ(D), where capability for modeling disjunctive
information is traded for polynomial data complexity. We believe that this fragment is
very relevant for practice, since it is still expressive, but provides hope for a tractable
implementation.

We extend our algorithms with a simple, but useful feature. Namely, we show that
certain, so-called DL-safe disjunctive rules can freely be appended to the obtained
disjunctive program. The DL-safe rules are characterized by the restriction that each
variable occurring in a rule occurs in a non-DL-atom in the rule body. This restriction
limits the applicability of rules only to individuals introduced explicitly in the ABox.
Since the number of such individuals is finite, adding DL-safe rules to SHZQ(D) does
not cause termination problems.

We show that basic superposition can be used to answer conjunctive queries over
SHZQ(D) knowledge bases. We also show that conjunctive query containment can be
reduced to query answering. Conjunctive queries provide an expressive query languages
for description logic.

Finally, we have considered extending SHZQ(D) with metamodeling. We have
shown that metamodeling, as employed in the Semantic Web standard OWL-Full, is
undecidable. Therefore, we have proposed an alternative semantics for metamodeling,
for which we give a decision procedure for ACCHZQ(D).

For our future work, we see three theoretical and one practical challenge. The
theoretical challenges are: extending the logic with nominals, providing a decision
procedure running in EXPTIME regardless of the coding of numbers and providing a
decision procedure capable of dealing with transitivity directly, without encoding tran-
sitivity axioms. From the practical point of view, we are currently implementing a new
description logic inference system, for which we shall perform a detailed performance
comparison.
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