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TensorFlow requires explicit evaluation! 



TensorFlow Session Object (1) 

• “A Session object encapsulates the environment in which Tensor 
objects are evaluated”



TensorFlow Session Object (2) 

• tf.InteractiveSession() is just convenient syntactic sugar for keeping a 
default session open in ipython. 

• sess.run(c) is an example of a TensorFlow Fetch. Will say more on this 
soon



Tensorflow Computation Graph 

• “TensorFlow programs are usually structured into 
• a construction phase, that assembles a graph, and 

• an execution phase that uses a session to execute ops in the graph.”

• All computations add nodes to global default graph



TensorFlow Variables (1) 

• “When you train a model you use variables to hold and update 
parameters. Variables are in-memory buffers containing tensors” 

• All tensors we’ve used previously have been constant tensors, not 
variables



TensorFlow Variables (2) 



TensorFlow Variables (3) 

• TensorFlow variables must be initialized before they have values! 
Contrast with constant tensors



Updating Variable State 



Fetching Variable State (1) 



Fetching Variable State (2)



Inputting Data 

• All previous examples have manually defined tensors. How can we 
input external data into TensorFlow? 

• Simple solution: Import from Numpy: 



Placeholders and Feed Dictionaries (1) 

• Inputting data with tf.convert_to_tensor() is convenient, but doesn’t 
scale. 

• Use tf.placeholder variables (dummy nodes that provide entry points 
for data to computational graph). 

• A feed_dict is a python dictionary mapping from tf. placeholder vars 
(or their names) to data (numpy arrays, lists, etc.).



Placeholders and Feed Dictionaries (2) 



Placeholders and Feed Dictionaries (3)



Variable Scope (1) 

• Complicated TensorFlow models can have hundreds of variables. 
• tf.variable_scope() provides simple name-spacing to avoid clashes. 

• tf.get_variable() creates/accesses variables from within a variable scope.



Variable Scope (2) 

• Variable scope is a simple type of namespacing that adds prefixes to 
variable names within scope



Variable Scope (3) 

• Variable scopes control variable (re)use

• You’ll need to use reuse_variables() to implement RNNs in homework



Ex: Linear Regression in TensorFlow (1) 



Ex: Linear Regression in TensorFlow (2) 



Ex: Linear Regression in TensorFlow (3) 



Ex: Linear Regression in TensorFlow (4) 



Ex: Linear Regression in TensorFlow (4) 





Ex: Linear Regression in TensorFlow (6) 



Concept: Auto-Differentiation 

• Linear regression example computed L2 loss for a linear regression 
system. How can we fit model to data? 
• tf.train.Optimizer creates an optimizer. 

• tf.train.Optimizer.minimize(loss, var_list) adds optimization operation to 
computation graph. 

• Automatic differentiation computes gradients without user input!



TensorFlow Gradient Computation 

• TensorFlow nodes in computation graph have attached gradient 
operations.

• Use backpropagation (using node-specific gradient ops) to compute 
required gradients for all variables in graph.



TensorBoard

• TensorFlow has some neat built-in visualization tools (TensorBoard). 

• We won’t use TensorBoard for assignments, but encourage you to 
check it out for your projects.


