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- Hardness for other classes analogously.
- Completeness as usual.
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Open problems:

- Close the gap!
  - Lowering the upper bound: how to guess and model-check doubly-exponentially sized trees in exponential space?
  - Raising the lower bound: how to encode doubly-exponentially sized configurations using polynomially sized formulas? Do games help?